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1. Introduction

The goal of every communication system is to transmit and receive a signal through a channel
(wireless or wired) in the presence of noise and interference. As signals propagate, they are
attenuated and corrupted by noise. Noise is both environmental noise, such as thermal noise, which
is due to random motion of charged particles, and also includes “noise" generated by other users
of the channel. Also, surprisingly, noise and interference can be self-inflicted, due to multi-path
propagation or unwanted leakage paths, covered in Section 1.9.2.

1.1 Wireless and Wired Communication

Most information sources are baseband (BB) in nature, where we arbitrarily define the bandwidth
BW as the highest frequency of interest. This usually means that beyond the BW the integrated
energy is negligible compared to the energy within the bandwidth. For example, the bandwidth of
some common signals include:

• High fidelity audio: 20 kHz
• Analog telephone quality audio: 5 kHz
• Uncompressed analog video: ∼10 MHz
• Data traffic from 802.11 b/g WLAN: 22 MHz
• Data traffic from 802.11 n/a/ax: 20/40/80/160 MHz
• HD Video (HDMI 1.3+): ∼340 MHz
The source is often compressed to conserve bandwidth. Lossless compression (LZW like

Zip files) or lossy (like MP3, JPEG, or MPEG video) can be used depending on the application.
Compressing the financial information in your bank account versus the image of a cat, the choice is
usually clear.

What makes communication challenging, and for the engineer interesting, is the fact that the
“channels" are often physically long or wireless in nature. Long wires or cables underground
or across the ocean floor are important examples, but even the cable connecting your PC to the
monitor is long enough such that extra care is required to transfer the information without excessive
distortion or noise. Let’s look at the various impairments we encounter in communication systems.
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Figure 1.1: In an ideal communication system, the received pulse is a delayed and possibly scaled
copy of the transmitted pulse. In practice, the received pulse is accompanied by noise, dispersion,
and reflections.

1.1.1 Signal Attenuation / Channel Bandwidth
When sending high speed data through a cable, we have to deal with several non-idealities such as
attenuation, dispersion, noise, distortion and reflections, as shown in Fig. 1.1. All of these terms
have technical distinct meanings, but for now let’s just think of all of these as sources of impairment
that cause the received pulse shape to differ from the transmitter pulse, both in height, width and
even content.

Waveform Dispersion and Inter-Symbol Interference (ISI)
A perfectly “linear" ideal channel must preserve the pulse shape as the signal travels through the
line. We generally tolerate attenuation due to loss if the pulse shape is largely unchanged from
source to load, since signal amplification can restore the pulse size. The pulse shape, especially
pulse widening due to dispersion, is problematic as it limits the data rate. For a linear channel
note that we must not only be concerned with the amplitude frequency response, but also the
phase response. A delayed version of the pulse at the receiver only experiencing attenuation α is
described by:

sr(t) = α · st(t − τ) (1.1)

or in the frequency domain:

Sr(ω) = α ·St(ω)e jωτ (1.2)

where τ is the delay time. Thus the amplitude response is flat with frequency:

|H(ω)|=
∣∣∣∣
Sr(ω)

St(ω)

∣∣∣∣= α (1.3)

and the phase response is linear

∠H( f ) = ωτ (1.4)

which implies constant group delay, which really means that all frequencies arrive in the correct
phase at the destination in a manner to reconstruct the original signal.

In practice the attenuation is often frequency selective, with higher frequency bands more
heavily attenuated than lower bands, in other words the channel is low-pass in nature. Some
channels, such as waveguides, are bandpass and won’t propagate below a cut-off frequency.
Frequency dependent attenuation leads to distortion in the transmitted waveform. Imagine sending



1.1 Wireless and Wired Communication 13

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 980 100

time (nano-seconds)
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 980 100

time (nano-seconds)

(a) (b)

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 980 100

time (nano-seconds)
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 980 100

time (nano-seconds)

(c) (d)

Figure 1.2: The input (red) and output (blue) pulses traveling through a low-pass channel. The data
clock is at 1 GHz and the channel bandwidth is (a) 0.25 GHz, (b) 0.5 GHz, (c) 1 GHz, and (d) 10
GHz. Only the 10 GHz channel preserves the pulse edges (with some ringing) whereas below 1
GHz bandwidth the pulses are eigher too distorted or experiencing incomplete settling.

a suit to the washer and getting back pants scaled by a factor of 90% but the jacket scaled by 80%.
If the scaling were uniform, you could still potentially wear the suit if you went on a diet, but with
non-uniform scaling, the suit is just not going to work anymore as a complete unit. In the same
fashion, if you send a pulse through a transmission line and it’s low-pass filtered, then the “edges"
of the waveform will be softened and the pulse is no longer an identical copy of the transmitted
pulse, as shown in Fig. 1.2. If the frequency response is too narrow, then there’s incomplete settling
and the pulse height will be attenuated.

Even if the information is binary in nature, the presence of softer edges results in pulse
attenuation and limits the maximum data rate that we can transmit/receive information. Generally
the bandwidth of the channel needs to be at least as large as clock rate, but often we prefer to
preserve the waveform edges, or the rise/fall time of the pulse, which demands much higher
bandwidth proportional to 1/trise. Usually this is the case for short range digital links. Higher
range links must compromise pulse shape to preserve bandwidth, and usually specially engineered
pulse shapes are used, which also helps to avoid other problems, such inter-symbol interference,
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Figure 1.3: A block diagram representation of a communication system.

described next.
Inter Symbol Interference (ISI) is the process where one bit interferences with adjacent bits due

to incomplete settling time or due to multiple pulses arriving at the load with different gain/delay
profiles. This can happen if the channel bandwidth is too low, as shown in Fig. 1.2, but it may also
occur due to reflections or multi-path, where a pulse takes more than one path from the source to
the destination or several delayed copies arrive at the destination. As we’ll learn in Ch. ??, when
impedances are not well matched, signals reflect and cause ISI. Equalization is used at the source
and receiver to compensate for the non-ideality of the channel. For example, the higher frequencies
can be pre-emphasized using a high-pass channel. The phase response can be adjusted using an
all-pass filter to overcome the non-constant group delay. More sophisticated equalizations can
intentionally introduce ISI to cancel the channel ISI, making the channel response approach a single
pulse rather than multiple copies. But in all of these situations the “channel" has to be characterized
first. In other words, we need to send training data to discover the channel response.

1.1.2 Wireless Propagation in Free-Space
LOS emphasis Friis

1.1.3 Multi-Path Propagation
Multi-path propagation refers to the fact that there’s more than one path from source to destination,
and delayed copies of the signal appear like noise.

1.2 Antennas for Wireless
1.2.1 Radiation Pattern
1.2.2 Antenna Directivity
1.2.3 Arrays of Antennas

Phased Arrays
1.3 Block Diagram of Communication System

A typical communication system, shown in Fig. 1.3, can be partitioned into a transmitter, a
channel, and a receiver. In this book we will study the circuits that interface to the channel from
the receiver/transmitter. These circuits are at the “front-end” of the transceiver and operate at
high frequency. The baseband circuits are responsible for encoding, compression, modulation,
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Figure 1.4: The ubiquitous super-heterodyne receiver architecture.

demodulation, and detection. These circuits are typically implemented in mixed-signal and/or
digital form. The focus of this book is the radio frequency (“RF") circuitry and the baseband analog
circuitry, everything preceding the analog-to-digital converter. Although the term “RF" is a generic
term, sometimes people call everything below a certain frequency (say 1 GHz in the old days) RF,
and everything above it microwaves. Today the distinction is less useful as the same technology
and circuit techniques can be used to realize circuits from essentially audio bands all the way to
300 GHz or more, the so-called mm-wave and sub-THz bands. In this book we will use the term
RF to encompass all of these frequency bands.

1.3.1 Transmitter Block Diagram

1.3.2 Simple “AM" Receiver

1.3.3 Simple “FM" Transmitter/Receiver

1.3.4 The Modern Receiver

The super-heterodyne receiver is shown in Fig. 1.4. Don’t worry about what we mean by “super-
heterodyne," we’ll cover that later. For now, let’s focus on the important active and passive
building blocks in this system. Passive blocks include switches, filters, and resonators. Active
building blocks draw DC current and consume power whereas passive components such as filters
or resonators can be realized without a power supply. Active blocks include:

• LNA: Low noise amplifier used to amplify (gain up) the signal
• MIXER/LO: The mixer (multiplier) and “Local” Oscillator (LO) is used to frequency translate

the signal from RF to baseband. Think of this block as a multiplier we need to modulate and
demodulate the signal in the AM modulator we described above.

• VGA: Variable Gain Amplifier (or PGA for programmable gain amplifier) is used to provide
sufficient amplification to detect the signal. Due to a widely varying signal levels, the gain is
programmable.

• ADC: Analog to Digital Converter simply converts the data from analog format into digital
format. It discretizes both the time by sampling and the amplitude by quantization.

• DSP: Digital Signal Processor

1.3.5 The Modern Transmitter

A so-called heterodyne transmitter block diagram is shown in Fig. 1.5. As before, do not worry
about the word “heterodyne" as we will discuss this in detail in later chapters. For now, let’s focus
on the individual blocks in the transmitter. In addition to passive filters and switches, we have the
following important active building blocks include:
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Figure 1.5: Block diagram of a heterdyne transmitter.

Figure 1.6: The spectral mask dictates the close-in transmission characteristics of a transmitter.

• DAC: Digital to Analog Converter takes digital bits and converts them into an analog
waveform.

• Mixer: Up-conversion mixer translates the data from baseband (near DC) to RF, essentially
performing modulation for simple AM systems.

• VGA: To select desired output power.
• Frequency Synthesizer: Synthesize carrier frequency.
• PA: Power Amplifier, used to drive sufficient power into the antenna.

Transmitter Spectrum
The transmitter must amplify the modulated signal and deliver it to the antenna (or cable, fiber,
etc) for transmission over the communication medium. Generating sufficient power in an efficient
manner for transmission is a challenging task and requires a carefully designed power amplifier.
Even the best RF power amplifiers do this with only about 60% peak efficiency at gigahertz
frequencies. In practice the average efficiency is much lower because we will learn that the
efficiency depends on the output power and generally drops with lower power levels. If the envelope
of the signal varies, the efficiency also varies. The transmitted spectrum is also corrupted by phase
noise and distortion (see chapters ?? and ??). This corrupts the signal modulation (loss in Error
Vector Magnitude (EVM)), causes adjacent channel interference (spectral regrowth), and generates
harmonics into other bands. Communication standards specify a spectral mask (Fig. 1.6) that must
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be satisfied to avoid interference, limiting the power in adjacent bands. FCC limits dictate that
power in harmonics must also be sufficiently low.

1.4 Modulation and Demodulation
In most wireless communication systems, the information signal s(t) is modulated onto the ampli-
tude and/or the phase of a carrier signal. The carrier signal is a sinusoidal signal, so the transmitted
signal T (t) can be written as

T (t) = A[s(t)]cos(ωct +Φ[s(t)]) (1.5)

where A[s(t)] is the amplitude modulation and Φ[s(t)] is the phase modulation (possibly non-linear
functions). Modulation has many advantages over transmitting the baseband waveforms directly.
First, it allows multiple users to share the spectrum by choosing different carrier frequencies ωc.
(due to the orthogonality of sinusoidal signals). By appropriately filtering, we can always select the
desired band of interest, provided the modulated signals do not overlap in the frequency domain.
For example, suppose we simply amplitude modulate (AM) a signal such that

T (t) = s(t)cos(ωct) (1.6)

In this case the function A[s(t)] = 1, a linear modulation scheme. In this AM scheme the modulator
is simply a multiplier that multiplies the waveform s(t) with a “Local Oscillator" or LO signal
cos(ωct). After we receive the above signal, we can first filter out all other signals in the band and
then de-modulate the received sginal by multiplying with the carrier once more1

R(t) = α · s(t − τ)cos(ωct +φ)× cos(ωct) (1.7)

α represents the signal attenuation as it travels from the source to the destination, and φ is the phase
shift, φ = ωcτ due to the flight delay τ . Here we assume that only one copy travels from the source
to the destination, so there is negligible multi-path. 2 Expanding the first term in cos(ωct +φ) in
R(t),

cos(ωct +φ) = cos(ωct)cos(φ)− sin(ωct)sin(φ) (1.9)

we can write R(t) as

R(t) = αs(t − τ)
(
cos(ωct)2 cos(φ)− cos(ωct)sin(ωct)sin(φ)

)
(1.10)

Substituting cos2(x) = 1
2(1+ cos2x) and cosxsinx = 1

2 sin2x, we have

R(t) = αs(t − τ)
1
2
((1+ cos(2ωct))cosφ − sin(2ωct)sinφ) (1.11)

By simply low-pass filtering R(t), we can extract the original AM signal (delayed)

R′(t) = LPF [R(t)]≈ αs(t − τ)
1
2

(1.12)

1The sharp reader may inquire how we generate another copy of the same sinusoid, at the same frequency and phase
as the transmitter.

2φ is the phase shift that the signal experiences. Note that we can also calculate this phase shift by relating it to the
distance traveled by φ = kx, where k = 2π/λ is the wave number. Since λ f = c, the propagation velocity c, and the
propagation delay is simply τ = x/c, we can write φ as

φ = kx =
2π

λ
x =

2π f x
c

= 2π f τ = ωcτ (1.8)
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Figure 1.7: The spectrum seen by a receiver antenna contains the desired signal accompanied by
many blockers, both out-of-band, which can be filtered out, and also in-band, or other users of
the spectrum. Due to the unavailability of low cost narrow and tunable filters, all of these in-band
signals enter the receiver.

This is the basis of most wireless communication systems. We will show later that phase modulation
can actually be treated as an amplitude modulation if we use two orthogonal carriers, sin and cos,
sometimes referred to as complex modulation. We can also convert phase modulation into amplitude
modulation by taking the derivative of a signal.

1.5 Goal of a Communication System

1.5.1 Receiver Spectrum: Finding a Needle in a Haystack

The received signal is often accompanied by interference, arising from other users of the same band
or users in other bands – known as Out-of-Band (OOB) blockers. The receiver must be able to
listen to a weak channel when others may be significantly larger. The typical spectrum at the input
of the receiver is shown in Fig. 1.7. Note that the desired signal is barely larger than the noise, and
may be even much weaker than other signals. In addition to out-of-band interfering signals, which
can be easily filtered out, the receiver must also contend with strong in-band interferers. These
nearby signals are often other channels in the spectrum, or other users of the spectrum.

The dynamic range (DR) is the ratio of the highest power a receiver can process relative to
the lowest power, which is usually noise limited. The ratio in linear scale is often expressed as
the difference in dB scale. The signal strength varies a great deal as the user moves closer or
further from a base-station (access point). Due to multi-path propagation and shadowing, the signal
strength varies in a time varying fashion. The dynamic range of a wireless signal is therefore very
large, on the order of 60-100 dB.

1.5.2 Don’t Throw Out the Baby with the Bathwater!

The worse case scenario is the so called near-far problem (Fig. 4.22), in which you’re trying to
receive a distant weak signal, but you’re also“hearing" a nearby strong signal (jammer or blocker).
In other words you’re trying to understand a whisper in the presence of a shout. Sometimes, in
full duplex systems, the jammer is your own transmitter. In frequency division duplexing, the
transmitter is on at the same time but with a slight offset in frequency. We require low noise and
high linearity to successfully converse in this scenario.
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Figure 1.8: The so-called “near-far" problem, when a nearby transmitter is very loud and we’re
trying to detect a distant weak signal.

1.5.3 Goals: Amplification
The power in communication systems is often measured in the dBm scale, or the log power
measured relative to a 1mW reference. E.g. a power level of 10mW can be expressed as 10dBm

10 · log
(

10mW
1mW

)
= 10dBm (1.13)

On your laptop or cellular phone, you can often see the signal strength expressed in dBm units.3

Amplification of weak signals is a major goal of a communication system. As we’ll learn later
in this course, amplifier comes with the cost of additional noise and distortion imparted on the
signal. This is problematic if the signals of interest are only marginally larger than the intrinsic
noise produced by the system. Additionally, high gain for the interference signals can easily “rail”
or saturate our amplifiers unless we carefully filter them out.

As an example, say your WiFi (also known as WLAN) on your laptop is receiving a signal with
strength −70dBm. This corresponds to a power of P = 10−10 W = 100pW. The voltage on the
antenna can be approximated by

P =
V 2

ant

2Z0
(1.14)

3A handy utility on the Mac OS X operating system is the “Airport" command line utility (no longer distributed by
default) that lists all the available WiFi channels, the power levels, and the current transmission rate and modulation
format.
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Figure 1.9: A mixer is a block that effectively multiplies a locally generated oscillation (LO) with
an input signal, allowing us to move the spectrum of the signal up or down in frequency.

where Z0 = 50Ω, is the assumed antenna impedance. Solving for Vant

Vant =
√

2Z0P =
√

2 ·50 ·10−10 = 10−4 V = 100 µV (1.15)

This is a very small signal, but in RF terms it’s a “healthy" signal since it does not come anywhere
close to the noisefloor of the system. Let’s consider an even smaller signal next.

1.5.4 Goals: Filtering
A cell/mobile phone is designed to work with very weak signals. For instance for P =−100dBm,
or P = 10−13 W, we have

V =
√

100 ·10−13 =
√

10×10−6 ∼ 3 µV (1.16)

This is indeed a tiny signal and it might be close to the noise floor of the system. We need a voltage
gain of about 105 or 50 dB to bring this signal into the range for baseband processing (300mV).
Now imagine an interference signal of strength −40dBm, or about 3mV. This may seem like a
small signal, but it effectively limits the gain of our system to about 300, assuming a 1V supply.
Unless we employ a very high resolution ADC (expensive, bulky, power hungry), we must filter
out this interference before digitization. To see this, consider that without filtering we can only
raise our desired signal to a voltage level of 300×3 µV = 900 µV. This must be stronger than the
quantization noise floor of the ADC. If we assume a factor of 10, the quantization noise of the ADC
must be 90 µV, requiring a resolution of

log2(
1V

90 µV
) = 13.4bits (1.17)

sampled at twice the bandwidth of the signal.

1.5.5 Goals: Frequency Translation
Frequency translation is a non-linear or time-varying operation, since an LTI system cannot perform
frequency translation. In most scenarios, this function is performed with a mixer, shown in Fig. 1.9.
As discussed previously, the received signal can be represented in the following form

Vr = A(t)cos(ωct +φ(t)) (1.18)

The frequency ωc is the “carrier frequency” since the modulation rides on top of this signal. The
term A(t) represents the amplitude modulation, or AM. The term φ(t) is the phase modulation
(PM). Frequency modulation, or FM, can also be achieved through φ(t)

Acos(ωct +δω

∫ t

0
m(t)dt) (1.19)

where m(t) is the normalized modulation waveform and δω is the maximum frequency deviation.
E.g. in broadcast television we use AM for the video and FM for audio. A digital modulation

scheme may involve AM, FM, PM, or some combination.
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Figure 1.10: A phase-locked loop (PLL) is usually the way a frequency fout is synthesized from a
stable reference source, fre f , often derived from a crystal oscillator.

1.5.6 Goals: Frequency Synthesis
Since carrier frequencies are used for RF modulation, a transmitter and receiver need to synthesize
a precise and stable reference frequency. Since the reference frequency changes based on which
“channel” is employed, the synthesizer must be tunable. Think of the tuning “knob” on a radio
receiver. The reference signal is generated by a voltage-controlled oscillator (VCO) and “locked”
to a much more stable reference signal, usually provided by a precision quartz crystal resonator
(XTAL). A phase-locked loop (PLL) synthesizer is a feedback system employed to provide the
locking and tuning. It employs a frequency divider, a phase/frequency detector, and filtering to
achieve this goal.

1.6 Multiple Access
1.6.1 UWB vs. Narrowband Signaling

Narrowband has been favored since spectrum can be chopped up into channels and interference is
easily managed. Ultra-wideband (UWB) uses short pulses or windowed carriers and thus occupies a
very large bandwidth. Energy is spread across a wide bandwidth so transmit power has to be limited
to avoid interference. In the U.S., UWB transmission in the 3-10 GHz frequency range is allowed
if the radiated power meets part 15 requirements (15.5.F), about -41.3 dBm per MHz of bandwidth.
Other bands are more restrictive in power transmission. Generating a UWB signal is relatively easy
by “gating" an oscillator for a short duration. One can modulate the phase, amplitude, or position
in time to impart information. Receiving a UWB signal is challenging due to the wideband nature
of the signal and the weak transmission power.

1.6.2 Spectrum Regulation
1.6.3 Spectrum Sharing

Suppose we wish to transmit a discrete-time signal s(t) through the channel as shown. Generally
a signal cannot be transmitted directly since many users wish to share the spectrum. In this
section we will present various schemes for sharing the spectrum, including Time Division Multiple
Access (TDMA), Frequency Division Multiple Access (FDMA) or Code Division Multiple Access
(CDMA). TDMA means that users take turns to transmit so that they don’t corrupt each other’s
transmissions, which requires time synchronization. Without synchronization, user’s will collide
and this will require retransmissions. One solution is to use different bands, or FMDA. Let’s look
at this problem a bit more generally by thinking of the carrier signal as a code rather than simply a
pure sine wave.

With this framework in mind, in order to share the channel, users need to multiply their signals
by (preferably orthogonal) codes so that the receiver can easily tell one users transmission apart
from other users. For example transmitter t1(t) and t2(t) can each send their signals as

t1(t) = s1(t)c1(t) (1.20)
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t2(t) = s2(t)c2(t) (1.21)

This process is similar to modulation, since we modulate the signal s(t) with a given code c(t).
These codes should have two properties: (1) Mutual orthogonality, and (2) Delta-function like
autocorrelation. Property (1) means that if we take the dot product between these codes, practically
realized by multiplying and averaging over the duration of the code

< c1,c2 >=
∫

T
c1(t)c2(t)dt ≈ 0 (1.22)

for any delayed versions of c1 and c2. Strong autocorrelation means

< c1(t),c1(t − τ)>≈ 0 (1.23)

for any delay τ . In essence, we can imagine mapping each symbol of s(t) onto a code. In other
words, the code is repeated and modulated by the amplitude of s(t) during each symbol time
interval. How do we demodulate this signal? For now, let’s ignore any echoes in the channel and
consider receiving the composite signal

r(t) = αs1(t − τ1)c1(t − τ1)+β s2(t − τ2)c2(t − τ2) (1.24)

where α is the attenuation experienced by the first signal and β is likewise the attenuation of the
second signal. Note that since we receive delayed copies of the signals, if we wish to receive signal
s1 in the presence of s2, we need to know the delay τ1. For now, suppose this information is known.
Then we take the dot product of r(t) with c1(t)

< r(t),c1(t−τ1)>=αs1(t−τ1)< c1(t−τ1),c1(t−τ1)>+β s2(t−τ2)< c1(t−τ1),c2(t−τ2)>

(1.25)

In each dot product the symbol s1 and s2 is constant during a given symbol, so it can be come out
of the dot product. Due to the orthogonality of the codes, the second term is much smaller than the
first, and we have

< r(t),c1(t − τ1)>≈ αs1(t − τ1) (1.26)

where we assume the codes are orthonormal. This shows that the receiver can distinguish users in
this way by correlating each signal using the appropriate code. But how do we know τ1 ? Due to the
strong delta-like autocorrelation property, we can discover τ1 by sending a known sequence, or a
header for each transmission, and performing autocorrelations of the received signal with different
delays until the result is maximized. In other words, we compute < r(t),r(t − τ)> for a known
signal and vary τ to find the delay that maximizes the dot product. Notice that the strong delta-like
auto-correlation property also means that if we receive echoes, we can still use the same procedure
to recover our signal since the echoes will correlate weakly. Alternatively, our procedure will find
the strongest received “copy” (or echo) of the signal, even if the line-of-sight signal is attenuated.

How do we choose c1 and c2? One simple choice is pseudo-random sequences of ±1. Due to
the random placement of the +1 and −1, the autocorrelation is approximately zero for any delays
between the signal and itself. The same is true for two unrelated pseudo-random sequences. The
scheme we just described is known ad Code Division Multiple Access (CDMA), which allows
multiple users to share the spectrum. With this framework, we recognize that TDMA achieves
orthogonality by blanking the signal so that all signals are non-overlapping in time. This approach,
though, requires time synchronization and coordination among the users since any mismatch in
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the timing results in collitions. Another popular approach is Frequency Division Multiple Access
(FDMA), whereby we transmit signals at different frequencies. In fact, we can think of discrete
sinusoidal tones as codes which have many similar properties to the ones we just discuss.

Sinusoidal codes are advantageous since they are efficient for transmission in a given medium.
Sinusoidal signal waveforms have many desirable properties, such as orthogonality, which allows
many users to share spectrum by using different carrier frequencies. Many antennas are actually
resonant circuits that work most efficiently when driven at or near resonance, so using a sinusoidal
carrier is also convenient because it allows one to modulate information onto an appropriate
carrier frequency. This is why CDMA systems ultimately still use a carrier frequency for wireless
transmission. The difference between FDMA and CDMA is that CDMA systems all use the same
carrier frequency (channel) whereas FDMA systems use different channels.

Finally, it should be mentioned that many of today’s wireless systems also employ OFDMA, or
orthogonal frequency division multiple access. WiFi, LTE and even 5G standards use variants of
OFDMA and effectively split a given user’s channel into more sub-carriers, and modulate these
sub-carriers independently. This is done to simplify the equalization of a wideband signal, a topic
that we’ll cover in Section 1.9.2.

1.7 Wireless Communication Systems and Standards

1.7.1 A Brief History of Wireless

March 10 of 1876 Alexander Graham Bell uttered the words, “Mr. Watson, come here, I want to
see you," and Watson heard each word distinctly, the first voice transmission over wires. But even
with the ability to transmit voice over wires, the dominant applications of wired communication
were telegraphy, essentially digital communication of text using a finite symbol through Morse /
Vail Coding. To understand the power of wireless communication, consider the difficulty in wiring
different regions of the world separated by oceans. The Transatlantic Cable, competed in 1866
(see Fig. ??), required thousands of miles of cable to be reeled onto two ships which met in the
middle of the Atlantic ocean. In the process of trying to stitch the cables together, one of the cables
dropped into the ocean and was nearly lost had it not been recovered by some heroic efforts. This
cable operated for a few days and then failed, and understanding how to properly send signals down
a long cable led to advancements in the theory of transmission lines.

Early wireless communication started with wireless telegraphy, demonstrated and commer-
cialized by early pioneers such as Marconi, Papov, and Nikola Tesla. Interestingly, the early
communications were broadband and digital, utilizing spark-gap generators which emitted broad-
band pulses. In 1891 Nikola Tesla demonstrated wireless transmission of signals and he suggested
wireless telegraphy as an application (Fig. ??). In November 1894, the Bengali Indian physicist,
Jagadish Chandra Bose, demonstrated publicly the use of radio waves in Calcutta, but he did not
file for a patent as he was a pure scientist (Fig. ??). Interestingly, he demonstrated mm-wave
transmission even though all early radios were using very long wavelengths. Even though the
invention of the wireless radio was a hotly debated topic, Marconi is widely recognized as an early
inventor (Fig. ??), although perhaps he played a more important role in commercializing the radio.
In 1895 he sent signals 1.5 km and amazingly, his first transatlantic transmission was achieved in
1902.

In 1912, the RMS Titanic sank in the northern Atlantic Ocean. Wireless radio transmissions
(telegraph) were used to report the ship’s location. Britain’s postmaster-general summed up,
referring to the Titanic disaster, “Those who have been saved, have been saved through one man,
Mr. Marconi...and his marvelous invention."

Reginald Fessenden invented amplitude-modulated (AM) radio, whereby the envelope of an
RF carrier is modulated smoothly in synchrony with a sound wave. On Christmas Eve 1906,
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Reginald Fessenden made the first radio audio broadcast, from Brant Rock, MA. Ships at sea heard
a broadcast that included Fessenden playing O’Holy Night on the violin and reading a passage
from the Bible. What is amazing about this story is that the ships were carrying standard receivers
used to detect and play telegraph transmissions, not audio. But the same detectors were able to
turn the smooth variations in Fessenden’s AM modulation waveform into an audible sound (see
Fig. ??a). I’m sure this spooked more than one sea captain.

AM was revolutionary in another way as well. When spark gap generators were employed,
virtually the entire usable spectrum was covered by each pulse (generated by a spark), and so
interference was a serious issue. But with AM, the amplitude of the signal is modulated in a linear
way, so the bandwidth of the audio signal rides on top of the carrier, at most doubling the bandwidth
(double-sideband AM). This allowed more than one station can send signals, which led to the
popular concept of frequency channels that we use to this day.

The dominant telegraph company of the time was Western Union. They had a monopoly on
telegraphy and they dismissed telephony and radio. Telegraphy gave way to audio transmission,
mainly phone lines and broadcast radio. Frequency modulation (FM) was invented by Armstrong
in 1935 (??b). FM has greater noise immunity than AM but requires more bandwidth. Today most
high quality audio uses FM (or digital transmission) whereas most AM stations are primarily used
for voice and not music.

Digital Wireless

By sampling a signal and quantizing it (turning it into finite precision numbers), we can easily store
it using digital technology and we can also transmit it digitally. Audio signals, for example, need to
be sampled at about 20,000 times per second and with a resolution of around 18-bits to completely
retain the fidelity of the signal (for the “golden” human ear).

Today information is still transmitted with AM and FM, but the amplitude and phase of the
signal are mapped into a finite alphabet. These digital signals are more noise immune and can be
coded (guarded) to prevent, correct, and detect errors in transmission. Digital signal processing,
shown in Fig. ??, allows us to manipulate digital data in very complex ways, which plays a central
role in modern communication. Analog signals are not directly mapped to bits for transmission,
but undergo compression and coding, and “predistortion"4 to minimize the chance for noise and
interference to disrupt communication. When a receiver captures bits, it can similarly undo these
operations, but also perform equalization to minimize the impact of multi-path propagation (see
Sec. 1.9.2), or the fact that wireless signals can travel from the transmitter to the receiver through a
rich and diverse set of paths, all arriving at different times, which can potentially cause inter-sybmol
interference (ISI) if the variation in the travel time is comparable to the bit period.

In some ways wireless communication has come full circle, going back to digital transmissions,
and perhaps even the use of ultra-wideband (UWB) in certain applications. The difference, of
course, is that today’s digital signals can represent not only text, like telegraph, but also sounds,
video, and increasingly data and data about data.

1.8 Spectrum Sharing

Since many users are sharing the same channel, we must contend with interference and come
up with a good mechanism to share spectrum. Various techniques have been invented to do this,
including frequency channelization, known as Frequend Division Multiple Access (FDMA), time
domain multipe access (TDMA), and code division multiple access (CDMA).

4The concept of predistortion is a process whereby the data is distorted on purpose to compensate for distortion
experienced in the transmitter chain due to unwanted non-linearity in the radio blocks, predominantly the power amplifier.
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1.8.1 Choice of Carrier Frequency
Before regulation, anyone could transmit at any desired frequency, which led to a lot of unwanted
interference. To resolve this, government agencies (FCC in the U.S.) manage the spectrum, giving
licenses to operators in a given region (see Fig. 1.11).

The choice of carrier frequency is both technical and political. More practical technical consid-
erations include the propagation characteristics and the antenna size. For exmaples, frequencies
below 1 GHz tend to propagate longer distances and can easily bend around corners (diffraction)
whereas signals above 10 GHz take a more direct line-of-sight path, with reflections attenuated
more, giving rise to a less diffuse path for radio waves.

Another consideration is bandwidth. As the carrier frequency is moved higher, it’s easier to
pack more data into a fixed fractional bandwidth. Most information sources are baseband in nature,
where we arbitrarily define the bandwidth (BW) as the highest frequency of interest. This usually
means that beyond the BW, the integrated energy is negligible compared to the energy in the
bandwidth. The bandwidth of some common signals:

• High fidelity audio: 20 kHz (0.72 Mb/s when sampled at 18 bits)
• Uncompressed analog video: 10MHz
• Uncompressed digital video: 1.68 Gb/s (1080×1080 resolution, 3 color channels, 8 bits of

color depth, 60 frames per second)
• 802.11 b/g WLAN: 22MHz (peak data rate of 54 Mb/s)

Some common carrier frequencies include the FM band, UHF bands for digital TV and mobile
communication, the ubiquitous bands from 1-5 GHz “sweet spot” that balance antenna size with
decent radiation and propagation characteristics.

• 100 MHz, FM radio
• 600 MHz, UHF television
• 900 MHz, 1.8 GHz, cellular band
• 2.4 GHz, 5.5 GHz WLAN
• 3-10 GHz, proposed “ultra-wideband"
• 60 GHz unlicensed band

Given the scarcity of free spectrum in the 1-5 GHz range, there’s a push to move to higher
frequencies, even behond 10 GHz and up to perhaps 100 Ghz, to allow high data rate communication
for medium to short ranges. For example, today’s fourth generation standard (4G) are bassed on
Long Term Evolution (LTE) and operate up to 6 GHz. The fifth generation standard (5G) may use
mm-wave bands from 28 GHz - 100 GHz.

1.8.2 FCC Allocation
1.8.3 Cellular (Mobile) Networks)

Let’s advance from the early days of AM and FM broadcasting all the way to the year 198X
when Motorola engineers demonstrated the first cellular communication system. The modulation
scheme was analog FM, and even though walkie-talkies were popular at the time, which allowed
peer-to-peer connections in a closed network, a cellular phone system allowed people to call mobile
terminals by using the normal phone network. To make this work, basestations were laid out in a
grid to cover a geographical. Each basestation has a coverage area, loosely speaking a circle (or a
hemisphere) determined by the maximum power transmission and antenna gain. Such a coverage
map is often shown with a hexagon coverage area, but in fact the coverage of each base station
is more like a circle, which must then coincide to avoid coverage holes. As users move around,
they associate with a basestation using a digital control channel. To reach a mobile user, the phone
network passes the call to the mobile network, which can then find the user and ring his or her
phone. Since coverage is limited, a fixed number of frequency channels can be reused as long as the
cells are not adjacent, and so in principle with a fixed frequency allocation of say 10 MHz, if each
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Figure 1.11: How the spectrum is allocated by the FCC in the U.S.

audio channel is say 50 kHz wide, then 200 distinct channels are available, which can be shared
among the cells.

Early Analog Systems
The earliest analog mobile phone network to gain an international footing as the AMPS system,
or Analog Mobile Phone System (see Fig. 8.9). This system used FM modulation, relatively
high power levels (up to 4W), and were primarily voice networks. The AMPS system was a
full-duplex system, meaning that the phones could transmit and receive simultaneously. To avoid
self-interference, the transmit and receive frequency bands were separated to allow a high isolation
passive filter to attenuate the transmit signal from reaching the receiver chain. This filter is called a
duplexer.

Digital Modulation
In analog modulation, we vary the amplitude and/or the phase of a sinusoidal carrier signal with our
information signal, such as an audio signal. In digital modulation, we also change the amplitude
and/or phase of the signal, but use a discrete set of levels to encode the information.

For example, the simplest digital modulation scheme is on-off keying (OOK), a scheme whereby
we turn off the transmitter to send a “0” and turn it back on to send a “1”. This is a very simple
scheme, but it is also very inefficient use of spectrum. To first order, if we switch our signal at a
rate B, then we have B bits per second of datarate and an occupied bandwidht of B (in reality the
bandwidth is higher due to the sidelobes of the sinc function, but this is a simple approximation).

For a fixed bandwidth B, we can increase the datarate by using a more complex modulation
scheme. Now imagine if we use a more sophisticated scheme, say transmitting multiple amplitude
levels to represent the data. Then if we switch at a baud rate B, the datarate is higher by a factor of
log2(M), where M is the number of levels. For eight levels, we gain 3 bits per Hertz of bandwidth
efficiency.

What prevents us from doing this more and more to get more and more bandwidth? There are
two limitations, one given by noise, and the other given by the non-linearity of the components in
the radio, particularly the transmitter. The limit of noise is easy to understand since if the amplitude
levels get too close together, then they are smeared out by noise and we cannot distinguish different
symbols. More subtle is the impact of the transmitter power amplifier. Power amplifiers introduce
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distortion into the signal that also acts like noise and makes it difficult to distinguish transmitted
symbols. For these reasons, we cannot pick an arbitrarily complex modulation scheme to increase
the datarate.

Second Generation (2G) Systems
The second generation of mobile communication moved to digital modulation and one of the most
popular systems, even in use today, is the Global System Mobile (GSM), which uses Minimum
Phase Shift Keying (MPSK) modulation to vary the phase of an RF carrier smoothly. Each channel
occupies 200 kHz of bandwidth, again with relatively high power levels of about 1W - 2W, and
many frequency bands from 800 MHz to 2 GHz were allocated in the US and internationally. In
contrast to AMPS, GSM used time-division multiplexing (TDM), meaning that users were allocated
a time interval for communication and so the same channels were shared between users. GSM also
used time division duplexinig (TDD), so the transmission and reception occurred at separate times,
alleviating the need for stringent duplexing. Data communication became more prevalent, although
the data speeds were painfully slow.

Third Generation (3G) Systems
With the explosion of wireless communication and the pressing need to support more data commu-
nication, the third generation systems strived for more spectral efficiency. For these reasons, 3G
systems employed moderately more complex modulation schemes to support data networks, but
the systems were still very much built around the telephone network. One big change introduced
in 3G was the use of Code Division Multiple Access (CDMA), a technique that encodes multiple
independent data streams using the same bandwidth. The concept is exaplained by assuming that
each symbol to be transmitted is multiplied by an (approximately) orthogonal set of codes. Say two
users want to communicate signals b1 and b2, and each uses an independent code c1(t) and c2(t),
thus both transmit

s1(t) = c1(t) ·b1(t)cos(ω0t)

s2(t) = c2(t) ·b2(t)cos(ω0t)

Notice that each user is re-using the same spectrum since both carrriers are centered at ω0. Now at
the receiver, ignoring multipath and filtering, both signals experience the channel gain H

r(t) = H × (s1(t)+ s2(t))

To downconverted these signals to baseband, we once again multiply by the carrier but note that
both signals are demodulated to the same baseband

v(t) = H × (s1(t)+ s2(t)) · cos(ω0t)

v(t) = H(c1b1 + c2b2)cos2(ω0t)

Low-pass filtering this signal, we have

v′(t) = H(c1b1 + c2b2)

Now we can take advantage of the orthogonality of the codes. If we correlate the output with c1
over a period of a symbol, we have

c(t) =< c1(t),v′(t)>= H < c1,c1 > b1 +H < c1,c2 > b2 ≈ H < c1,c1 > b1

In the above calculation we assume that bi is constant over the period of the correlation and then
we use the fact that < c1,c2 >≈ 0. In this way, we recover user 1’s transmission. In a similar way,
we can also recover user 2’s transmisison, and this concept can be extended to multiple users.
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One challenge with CDMA is that the codes are never going to be perfectly orthogonal, which
means that the cross-correlation term in the above calcalution is not zero but some small error term
which acts like noise. If we have more users, more cross-correlation terms will increase this noise
floor and limit the efficacy of the communication. Notice that this “noise” increases in proportional
to the signal power, and for this reason, in CDMA systems there is a need to implement strict power
control to limit the transmitter output power to the minimum required to acheive communication.
In older 2G systems, the transmitter were allowed to “blast” away to get the maximal coverage and
very little if any power control was used. But in CDMA it became essential to limit the power.

Fourth Generation (4G) Systems
The fourth generation of mobile commucation, in wide use today, is the Long Term Evolution
(LTE) system, which is much more of a data-centric network. Wider band channels, and much more
sophisticated modulation schemes are used to to increase the throughput and to communication
effectively in the presence of multi-path propagation and frequency selective fading. LTE systems
occuty bands from 700 MHz all the way up to 2.6 GHz and beyond, with different bands used in
different parts of the world.

FDD/TDD
Carrier aggregation
SC-OFDM

Fifth Generation (5G) Systems
massive mimo

1.8.4 Local Area Networks
802.11a/b/g (WiFi)
OFDM

802.11n
MIMO

802.11ad
60 GHz

1.8.5 Personal Area Networks
Bluetooth
UWB

1.8.6 Locationing and Positioning
GPS

1.9 Wired versus Wireless Propagation
1.9.1 Line of Sight Propagation
1.9.2 Multi-Path Propagation
1.10 Narrowband versus Ultra Wideband



2. Transmission Lines

Transmission lines are essentially long cables or long traces of wires, often carrying high frequency
signals. Common examples include the cables connecting your laptop to a monitor, or the phone
wires (“twisted pair") coming into your house from the central office or Ethernet cables (see
Fig. 2.1a), or the long coaxial cables that transmit data/video into homes using Cable Modems
(see Fig. 2.1b). Other less recognizable examples include traces on a PCB (see Fig. 2.1c) or even
very “long" traces inside a chip. What constitutes “long" is not so much the length of the cable, but
the “electrical length", which we’ll explore in the following chapters. Electrical length is roughly
the length normalized by the wavelength of the highest frequency of interest. Power lines are also
referred to as transmission lines, but at 60 Hz they are usually not “electrically" long and can be
modeled as lumped wires. That’s because the wavelength at 60 GHz is very long (λ = c/ f ), since
the speed of light is so fast.

Transmission line behavior represents a true departure from lumped circuit theory. This is most
poignant when we consider the input impedance of a quarter-wavelength shorted transmission line.
Circuit theory cannot account for the fact that the input impedance is actually infinite, or an open,
rather than a short. But circuit theory can be used as a foundation to understand these effects. This

(a) (b) (c)

Figure 2.1: (a) Twisted-pairs are commonly used in telephony and data cables such as Ethernet.
(b) Coaxial cables, or “coax" cables provide more isolation and bandwidth. (c) PCB traces are
transmission lines, often using the ground plane as the return path.
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VNY (t)

RNY

RLondon

Figure 2.2: A long transatlantic cable from New York to London.

comes about when we expand our circuit theory to account for the distributed nature of the circuit
elements.

In circuit theory we implicitly assume that all signals travel throughout the circuit infinitely fast.
In reality, signals cannot travel faster than the speed of light. Thus there is always a delay from one
point in a circuit to another point. In fact circuit theory is strictly valid in the limit of a truly lumped
circuit, or a circuit with zero physical dimension.

Thus distributed effects become important when circuits become electrically large. In time-
harmonic problems, we can relate the speed of light to the wavelength, hence the distributed effects
become important when physical circuit dimensions approach the wavelength of electromagnetic
propagation in the medium λ . For example, a circuit with dimensions of 3cm in free space is
electrically large when the operating frequency approaches f = c/(.1λ ) or about 10GHz. We have
arbitrarily used λ/10 to denote this boundary whereas in reality the cutoff is application dependent.
If the waveforms are non-sinusoidal, then the high frequency spectral content of the waveform is
important. For instance, in digital applications the clocking frequency may be low, but due to the
fast edges of the waveform (risetime and falltime), there is appreciable energy at higher harmonics.

2.1 Distributed Properties of a Cable

Consider a long cable, say a transatlantic cable running from London to New York (5585km) shown
in Fig. 2.2. The cable has a uniform cross-section, and if we ignore any non-uniformity caused by
the bends, we can consider it a uniform two-line wire. How do we model such a cable? At very low
frequencies, we can think of this wire as a series inductor (with loss). As shown in Fig. 2.3a, we can
calculate the equivalent series impedance by shorting the end of the wire and measuring the input
impedance. But also, as shown in Fig. 2.3b, if we leave the other end of the cable open, certainly
there is a substantial shunt capacitance associated with the cable. If the cables are unshielded and
uninsulated, then due to the conductivity of sea-water, there is also a shunt conductance associated
with the cable, even when left open.

Since the cable is very long and the delay associated with signal propagation is significant
(td ≈ 20 µs in air over the same distance), we know that a lumped circuit model will not properly
account for the behavior of the line. The large series inductance would render the wire an open
circuit, even at very low frequencies, whereas the large shunt capacitance would makes the wire a
short circuit. So how do signals propagate through this cable? Before tossing lumped circuit theory
in the can note that any small section of the wire still behaves like a lumped circuit. For instance,
if we’re concerned with signal propagation up to say 1GHz, we can break up our long cable into
short sections ℓsec ≪ λ = 30cm, and use circuit theory on the resulting large number of cascaded
lumped circuits.

We can now take the total series impedance and shunt admittance and break it up into N = ℓ/ℓsec

section, as shown in Fig. 2.4. For simplicity, we have ignored loss in the circuit. For instance with
ℓ = 1cm, we would need about 1 billion inductors and capacitors. Even with today’s powerful
computers, running a SPICE simulation with that many elements would tax our computers. So how
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Figure 2.3: (a) The series impedance (inductance and resistance) associated with the transatlantic
cable can be measured at very low frequencies by measuring the short-circuit input impedance of
the line. (b) Likewise, the shunt admittance (capacitance and conductance) can be measured using
the open-circuit admittance at very low frequency.

L L L L

C C C C C

Figure 2.4: An LC ladder network representation of the transatlantic cable (neglecting cable loss).
For a given frequency the required number of sections can be computed to obtain accurate results.



32 Chapter 2. Transmission Lines

Z1 Z1 Z1 Z1 Z1

Z2 Z2 Z2 Z2 Z2Z in

Figure 2.5: An infinite ladder network with regular structure of series impedance Z1 shunt
impedance Z2.

did people solve this problem when the first Transatlantic Cable was laid out in 1857?

2.1.1 An Infinite Ladder Network
We begin our study of transmission lines by first studying an infinite lumped ladder network shown
in Fig. 4.14. It is interesting that we can find the input impedance of such a network (often a
freshman physics problem). Simply observe that since the latter network is infinite, addition of a
single section to the front should not alter the impedance. With this observation one can shown that

Zin = Z1 +Z2||Zin (2.1)

or

Z2
in −Z1Zin −Z2Z2 = 0 (2.2)

As shown in Fig. 2.4, suppose now that Z1 = jωL and Y2 = jωC. Then the input impedance of
such a line is

Zin =
jωL
2

±

√

−(ωL)2

4
+

L
C

(2.3)

We would now like to make the leap from lumped to distributed. As such, we will assume that
each inductor in the ladder is very very small, in fact, infinitesimal in size. Therefore, for any finite
frequency, the input impedance degenerates to

Zin ≈
√

L
C

(2.4)

This is a very important and profound result. The input impedance is positive and real! Notice
that we started out with strictly reactive elements and managed to construct a circuit with positive
real input impedance. This final result is puzzling because the power dissipated by such a network
is proportional to ℜ(Zin). But since each section of the ladder is incapable of dissipating power,
where does the energy go?

We will answer this question in due course but for now we will hint at the solution. The energy
is absorbed by the network because it is infinite in extent. The energy pumped into the network
keeps vacillating from inductive to capacitive energy as it travels through the ladder network. Since
there are an infinite number of capacitors and inductors to charge and discharge, the process goes
on indefinitely.

Observe that if we choose to terminate the ladder network at any point with an impedance of Zin,
then the above results remain valid. The behavior of a finite ladder section terminated with Zin is
indistinguishable from that of the infinite network. In the case of a distributed line, the termination
resistance is real and given by Z0 =

√
L/C. The energy injected into the network, therefore, is

absorbed by this resistor.
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Figure 2.6: A distributed ladder network with a series impedance per unit length Z′
1 and a shunt

admittance per unit length of Y2.

2.1.2 Transmission Lines as Distributed Ladder Networks

We can analyze the two-wire transmission line shown in Fig. 2.2 using the concept of distributed
circuits. We note that this two-wire line stores both magnetic and electrical energy everywhere
along the line in a distributed fashion. In other words, we cannot say that in some region the
magnetic energy storage dominates and thus the line behaves inductively whereas in another region
the electrical energy storage dominates and thus the lines behaves capacitively. Thus we now
use a purely distributive circuit perspective shown in Fig. 2.6, a distributed ladder network with
series impedance Z′

1 and shunt admittance Y ′
2. The prime denotes that the element in question is

distributed, in other words there is Z′
1 impedance per unit length.

To approximately find Z′
1, we ignore the effects of the shunt admittance by focusing on the

magnetic energy stored in the line. To do this, short the line at a distance ℓ from the input, as shown
in Fig. 2.3a, and the line behaves like an inductor with impedance Z1 accounting for its magnetic
energy storage and loss. Since the line is uniform, we may define the impedance per unit length

Z′
1 =

Z1

ℓ
(2.5)

Similarly, if we break the two-wire line at a distance ℓ and keep the end open, as shown in Fig. 2.3b,
and only consider the electrical energy storage in the line, the line behaves capacitively. And so we
define the admittance per unit length

Y ′
2 =

Y2

ℓ
(2.6)

In general, the electrical and magnetic energy storage are intermingled and thus we must distribute
the series and shunt impedances uniformly along the line.

So far we have used the two-wire transmission line as an example. But our discussion applies
to any structure with a uniform two-dimensional cross section. Common examples are shown in
Fig. 2.7. For now we restrict our discussion to structures with two conductors, where one conductor
is chosen as the reference plane. If more than one conductor is present, it is assumed that all but
one conductor is at the same reference or ground potential. This is true, for instance, in the coplanar
line shown in Fig. 2.7d, where the conducting planes on the left and right of the conductor are the
ground return path for the signal conductor situated in the middle.

If there’s only one conductor, then we cannot form a loop for current flow unless we define
the return path. For example, earch “ground" can act as a return path if signals are reference to
earth ground. This is inadvisable for many reasons, and it’s much more common to employ two
conductors to realize a transmission line. Even if more than one signal is being transmitted, such as
a calbe bundle, it’s advisable to separate the ground connections rather than sharing the ground.
This reduces crosstalk, or undesired coupling from one transmission line to the others.
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(a) (b)

(c) (d)

Figure 2.7: Several examples of common transmission line structures. (a) A familiar coaxial
transmission line is ubiquitous in video applications. (b) A pair of wires are employed in some
antenna feedlines and more importantly in twisted form as telephone and data cables. (c) A
microstrip line and (d) a coplanar line are common structure for building transmission lines over
a printed-circuit board (PCB) or in a Microwave Integrated Circuit. In the coplanar structure the
middle conductor carries the signal whereas the outer conductors form the ground return path.
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Figure 2.8: Applying KCL and KVL to a short section of the line.

2.2 Telegrapher’s Equations

Given that the first application of transmission lines were to convey telegraph signals over a long
distance, the most important equations bear this name1. Going back to the LC line shown in Fig. 2.8,
we can use circuit theory to analyze a very small section δ z. As we take the limit δ z → 0, the
model becomes exact. We defined inductance and capacitance per unit length L′ = L/ℓ, C′ =C/ℓ.
For now we will ignore loss and only focus on L′ and C′.

2.2.1 KCL and KVL for a Small Section

From KCL we see that the current flowing into a section has two parts, one part that flows to the
second conductor (ground) via C′ and a part that passes to the next section through L′:

i(z) = δ zC′ ∂v(z)
∂ t

+ i(z+δ z)

1Telegrapher was not a famous scientist or engineer !
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Likewise, from KVL we see that the voltage difference between two sections is given by the voltage
drop across the inductor L′:

v(z)− v(z+δ z) = δ zL′ ∂ i(z+δ z)
∂ t

Take limit as δ z → 0 we arrive at “Telegrapher’s Equations”.

lim
δ z→0

i(z)− i(z+δ z)
δ z

=− ∂ i
∂ z

=C′ ∂v
∂ t

(2.7)

lim
δ z→0

v(z)− v(z+δ z)
δ z

=−∂v
∂ z

= L′ ∂ i
∂ t

(2.8)

2.3 Derivation of Wave Equations
We have two coupled equations and two unkowns (i and v). Of course the voltage and current are
couopled. We can reduce it to two de-coupled equations if we first note that:

∂ 2i
∂ t∂ z

=−C′ ∂
2v

∂ t2 (2.9)

∂ 2v
∂ z2 =−L′ ∂ 2i

∂ z∂ t
(2.10)

Since the order of partials can be changed for functions satisfying some continuity conditions (see
Clairaut’s theorem), we have:

∂ 2v
∂ z2 = L′C′ ∂

2v
∂ t2 (2.11)

The same equation can be derived for current:

∂ 2i
∂ z2 = L′C′ ∂

2i
∂ t2 (2.12)

We see that the currents and voltages on the transmission line satisfy the one-dimensional Wave
Equation. This is a partial differential equation that appears in many different contexts, from sound
waves to water waves to vibrating strings and to electromagnetic waves (light). To find the solution,
we must satisfy not only the equation but as the boundary conditions and the initial condition.

2.3.1 Wave Equation Solution
Consider the candidate function f (z, t) = f (z± vt) = f (u). We can take partial derivatives using
with respect to z and t using u. Let’s start with spatial derivatives:

∂ f
∂ z

=
∂ f
∂u

∂u
∂ z

=
∂ f
∂u

(2.13)

So taking derivatives with respect to z is the same as u:

∂ 2 f
∂ z2 =

∂ 2 f
∂u2 (2.14)
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f(z − vt)

z

z

f(z + vt)

Figure 2.9: The functions f (z± vt) represent a propagating waveform to the right (−) or left (+).

Next consider time derivatives:

∂ f
∂ t

=
∂ f
∂u

∂u
∂ t

=±v
∂ f
∂u

(2.15)

We see that we can take derivatives with respect to time by taking derivatives with respect to u and
multiplying by ±v:

∂ 2 f
∂ t2 =±v

∂

∂u

(
∂ f
∂ t

)
= v2 ∂ 2 f

∂u2 (2.16)

Putting this all together:

∂ 2 f
∂ z2 =

1
v2

∂ 2 f
∂ t2 (2.17)

We find that this candidate function satisfies the wave equation.

Wave Motion
Why is it called the “Wave Equation"? Well, we just found that any function that “moves" or
propagates satisfies the wave equation, as shown in Fig. 2.9. The general voltage solution is
therefore given by

v(z, t) = f+(z− vt)+ f−(z+ vt)

where v =
√

1
L′C′ . The parameter v is very important and considered next.

Wave Speed
Speed of motion can be deduced if we observe the speed of a point on the waveform. If we hold the
argument of f (u) constant, and follow that point, we can derive the speed:

z± vt = constant (2.18)
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To follow this point as time elapses, we must move the z coordinate in step with time. This point
moves with velocity

dz
dt

± v = 0 (2.19)

This is the speed at which we move with speed dz
dt =±v, and so v is the velocity of wave propagation

to the right or left.

2.3.2 Current / Voltage Relationship

Since the current also satisfies the wave equation, it also has the solution that takes the following
general form:

i(z, t) = g+(z− vt)+g−(z+ vt) (2.20)

Recall that on a transmission line, current and voltage are related by

∂ i
∂ z

=−C′ ∂v
∂ t

(2.21)

For the general function this gives

∂g+

∂u
+

∂g−

∂u
=−C′

(
−v

∂ f+

∂u
+ v

∂ f−

∂u

)
(2.22)

Since the forward waves are independent of the reverse waves, we can equate each term
individually:

∂g+

∂u
=C′v

∂ f+

∂u
(2.23)

∂g−

∂u
=−C′v

∂ f−

∂u
(2.24)

Within a constant we have related the voltage and current waves:

g+ =
f+

Z0
(2.25)

and

g− =− f−

Z0
(2.26)

where Z0 =
√

L′
C′ is the “Characteristic Impedance” of the line. The Z0 of the line will play a very

important role when we study the boundary conditions of the line.
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A Side Note on Current
Notice that the currents in the forward wave has the same sign

g+ =
v+

Z0
(2.27)

But the reverse wave has a negative sign

g− =−v−

Z0
(2.28)

This is related to the definition of current. If positive charges are moving left, then the
corresponding current is negative.

It’s important to understand the definition of currents on a transmission line with respect to the
two conductors. g+ is not the current on the top conductor and g− is not the bottom conductor, it’s
the current flowing on both conductors, and the magnitude is equal and opposite. So g+ and g−

flow on both conductors. You may be wondering why the currents are equal and opposite. That’s
because we only consider two conductors, so the return current has to in the bottom conductor.
This is also known as an “odd" mode current, since the top and bottom conductors carry equal and
opposite currents. There’s also an “even" mode current that we are neglecting for now, and we’ll
return to this topic later. The even-mode current requires the presence of a third conductor.



3. High-speed Switching Circuits

A lot of this book will be concerned with time harmonic excitation and behavior of passive and
distributed elements, in other words we deal explicitly with the frequency domain. This is both
convenient as the differential equations simplified to algebra but it is also a common situation. Most
RF circuits, for example, are narrowband, and therefore for all practical purposes the input signal is
a sinusoid at the carrier frequency. But there are a host of situations where the signals of interest are
wideband. This includes digital switching circuits, high speed links, and ultra-wideband circuits
and systems. Furthermore, digital circuits are switching increasingly faster, now into the multi-GHz
regime. There are also many high-speed links, such as chip-to-chip communication on a PCB.
These links are also referred to as SerDes links for serializer/deserializer links, whereby a large
number of parallel links are aggregated and serialized into a single high speed link. Since multiple
lines are aggregated, the data rates can be quite large, for example as high as 100-200 Gb/s.

These high speed interface circuits drive pulses or spectrally rich waveforms on long board
traces. We will treat these different cases in a uniform manner by generically calling these circuit
applications “high-speed” switching circuits.

3.1 Transmission Lines

As we discussed in the previous chapter, transmission lines are essentially a pair of cables with a
fixed spacing, such as a single trace and a ground plane (microstrip line), or physical wires either
held together with a dielectric, or twisted together. Other ubiquitous transmission lines include
coaxial cables, with an “inner" conductor (wire) and an outer shield (hollow cylinder), separated by
air or a dielectric. Several examples are shown in Fig. 3.1. Why do we treat these wires differently
than simple lumped wires ? The reason is that these wires have significant inductance, capacitance,
and also loss (covered in the next chapter). The inductance and capacitance is not lumped but
distributed along the line.
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3.2 Transmission Lines and High-Speed Switching Circuits

The focus of the chapter is switching waveforms on transmission lines. You may wonder why we
would use transmission line analysis for switching circuits, especially small on-chip or on-board
circuits. Let’s take a practical example to get a feel for the problem. Let’s say a digital chip has
a dimension of less than 1cm. For a time-harmonic circuit, we know that we may treat most
structures as lumped as long as their dimension does not exceed (1/10)λ . For a SiO2 transmission
line structure (speed of light is about half of the vacuum speed), we equate the chip dimension to
one tenth the wavelength λ = 10× 1cm = 10cm, in order to solve for the maximum operating
frequency

f = c/λ =
3
2
×108/10cm = 1.5GHz (3.1)

For signals with center frequency below about 1 GHz, therefore, we may use lumped analysis.1

For a digital waveform, or a switching waveform, we cannot simply use the switching or clock
frequency Fclk to determine the boundary between lumped and distributed analysis. Recall that a
deterministic square wave has a discrete spectrum that decays like 1/N with the N’th harmonic
frequency. For a randomly switching waveform, we must evaluate the Fourier transform of the
autocorrelation function [proakis], which results in the well known sinc characteristic. This
spectrum is rich in harmonics and therefore a good fraction of the energy will appear at frequencies
above the switching rate. A more realistic waveform would have a non-zero rise and fall time. For
such a waveform, it can be shown that most of the energy is contained in the spectrum from DC to
the knee-frequency Fknee = 0.5/Tr, where Tr is the waveform risetime (falltime) [magic].

From this we conclude that a digital waveform with knee frequency significantly below 1.5GHz,
can also be treated like a lumped circuit. This corresponds to a risetime of

Tr = 0.5/Fknee = 0.5/1.5ns =
1
3

ns (3.2)

If we take the risetime to be 10% of the clock period, then the minimum clock period is
T = 10×Tr ≈ 3ns, or Fclk = 300MHz. Digital circuits are already exceeding this frequency by an
order of magnitude. But since most on-chip circuits are a small fraction of the chip dimension, with
the exception of the clock distribution network or a signal that must propagate over a long distance,
most on-chip structures can be treated in a lumped manner. But now we see that off-chip structures,
the package, board, connectors, and especially cables, are long enough to require full distributed
analysis.

Advantages of Transmission Lines
There are many situations as a circuit designer where we must decide between using transmission
lines and simple point to point connections [magic]. In Fig. 3.1 we show a typical example where
two integrated circuits are communicating on a PCB. Let’s say that the two chips are close enough
where simple wires can be used to connect the ICs rather than transmission lines. Is there any
reason to use transmission lines at all in this case?

If we use a “wire” to connect the two chips, then we would keep the length as short as possible
to minimize the inductance. If the input impedance of the integrated circuit is capacitive, a common
situation, the wire can be modeled by an LC circuit, where the capacitance is due to the wire
capacitance summed with the output and input capacitance of the circuit. From chapter 3.8, we
know that the step response of this circuit will exhibit ringing if the Q> 1/2. Ringing is undesirable

1We should be careful to not excite the circuit in slow wave modes that have significantly reduced velocity. This
occurs, for instance, when waves flow between a conductor with a return current flowing in the Si substrate.



3.3 Transients on Transmission Lines 41

Chip 1

Chip 2

``wires´´

twisted pair

microstrip

Figure 3.1: Two chips can be connected with wires using the backplane ground reference, or more
explicitly with a twisted pair connection or a microstrip transmission line.

because it forces us to slow the clock down to allow the waveforms to settle to the correct values.
Alternatively, we can introduce loss into the circuit to lower the Q to eliminate the ringing.

But there are other problems with this circuit as shown. The high inductance wire tends to
generate large magnetic fields that will generate a lot of EMI (electromagnetic interference). This
means that the circuit may fail to qualify for a production environment. More importantly, the
circuit has a large tendency to interfere due to mutual inductance and capacitnace. Any nearby wire
experiences cross-talk due to the mutual inductance and capacitance. Charging and discharging
currents MdI/dt couple the flux leading to potential problems. Likewise, changing voltages coupled
through CdV/dt displacement currents. The crude solution, as always, is to slow down the clock.
This of course also means increasing the risetime.

Alternative interconnections are shown in Fig. 3.1. We reduce the wire inductance by placing it
closer to the ground plane, thus naturally creating a transmission line structure. The reduction in
inductance occurs since ground return current is closer to the signal. If the ground plane is far away,
we can use a ground wire in a twisted pair fashion, forming a pseudo-transmission line. While two
parallel wires would form a real transmission line, the twisted pair has better isolation. If a ground
plane is available, we can use a PCB trace to form a microstrip transmission line. This naturally
cuts down the area of the loop and minimizes the magnetic coupling and EMI. But what about the
ringing?

In the next sections we shall show that the circuit with the transmission line will also ring unless
we properly terminate the transmission lines. These transmission line terminations require us to
drive resistive loads, which increases the power dissipation of the circuits. But in return our circuits
are robust and can be driven to very high clock frequencies.

3.3 Transients on Transmission Lines
Time Domain Voltage/Current Waveforms
In Chapter 2 we found that the currents and voltages on the transmission line satisfy the one-
dimensional wave equation. This is a partial differential equation. The solution depends on
boundary and the initial conditions. For the lossless case, we found

∂ 2 f
∂ z2 = L′C′ ∂

2v
∂ t2 (3.3)

We showed that the function f (z, t) = f (z±νt) = f (u) satisfies the wave equation. In theory, any
waveform can be excited onto a lossless transmission line and it will travel along the line without
dispersion.
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Figure 3.2: (a) Equivalent circuit for a voltage source driving an infinite transmission line. (b) The
waveform on the transmission line at time t = ℓ/v due to a step function a the source.

The most general voltage solution is therefore two waves, v(z, t) = f+(z−νt)+ f−(z+νt),

where ν =
√

1
L′C′ . This is the speed at which we move, dz

dt = ±ν , and ν is the velocity of wave
propagation. The current also satisfies the wave equation i(z, t) = g+(z−νt)+g−(z+νt). Recall
that on a transmission line, current and voltage are related by

g+ =
f+

Z0
(3.4)

and

g− =− f−

Z0
(3.5)

where Z0 =
√

L′
C′ is the “Characteristic Impedance” of the line.

3.4 Step Function Excitation of an Infinite Line

Consider exciting a step function onto a transmission line. Note that a finite width pulse can be
constructed as a sum of two step functions, pτ(t) = u(t)−u(t − τ). The line is assumed uncharged:
Q(z,0) = 0, ψ(z,0) = 0 or equivalently v(z,0) = 0 and i(z,0) = 0. By physical intuition, we would
only expect a forward traveling wave since the line is infinite in extent. The general form of current
and voltage on the line is given by

v(z, t) = v+(z− vt) (3.6)

i(z, t) = i+(z− vt) =
v+(z− vt)

Z0
(3.7)

The T-line looks like a resistor of Z0 ohms! We may therefore model the line with the equivalent
circuit shown in Fig. 3.2a.

Since is = i+, the excited voltage wave has an amplitude of

v+ =
Z0

Z0 +Rs
Vs (3.8)

It’s surprising that the voltage magnitude on the line is not equal to the source voltage. As shown in
Fig. 3.2b, the voltage on the line is a delayed version of the source voltage.
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Figure 3.3: The power delivered to the infinite transmission line by a step voltage source.

Energy on Transmission Line

Let’s calculate the energy to “charge” a transmission line. The setup is shown in Fig. 3.3. The
power flow into the line is given by

P+
line = i+(0, t)v+(0, t) =

(v+(0, t))2

Z0
(3.9)

Or in terms of the source voltage

P+
line =

(
Z0

Z0 +Rs

)2 V 2
s

Z0
=

Z0

(Z0 +Rs)2V 2
s (3.10)

But where is the power going? The line is lossless! The energy stored by a capacitor and inductor
is 1

2CV 2/ 1
2 LI2. At time td , a length of ℓ= vtd has been “charged”

1
2

CV 2 =
1
2
ℓC′
(

Z0

Z0 +Rs

)2

V 2
s (3.11)

1
2

LI2 =
1
2
ℓL′
(

Vs

Z0 +Rs

)2

(3.12)

The total energy is thus

1
2

LI2 +
1
2

CV 2 =
1
2

ℓV 2
s

(Z0 +Rs)2

(
L′+C′Z2

0
)

(3.13)

Recall that Z0 =
√

L′/C′. The total energy stored on the line at time td = ℓ/v

Eline(ℓ/v) = ℓL′ V 2
s

(Z0 +Rs)2 (3.14)

And the energy delivered onto the line in time td :

Pline ×
ℓ

v
=

l
v Z0V 2

s

(Z0 +Rs)2 = ℓ

√
L′

C′
√

L′C′ V 2
s

(Z0 +Rs)2 (3.15)

As expected from conservation of energy, the results match.
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Figure 3.4: A finite section of transmission line terminated with a load resistance RL.

3.5 Terminated Transmission Line
Consider a finite transmission line with a termination resistance. This setup, shown in Fig. 3.4,
is perhaps the most common practical situation. At the load we know that Ohm’s Law applies,
IL = VL/RL. So at time t = ℓ/v, our step reaches the load. Since the current on the T-line is
i+ = v+/Z0 =Vs/(Z0 +Rs) and the current at the load is VL/RL, a discontinuity is produced at the
load.

Thus a reflected wave must be created at discontinuity to satisfy the boundary condition

VL(t) = v+(ℓ, t)+ v−(ℓ, t) (3.16)

IL(t) =
1
Z0

v+(ℓ, t)− 1
Z0

v−(ℓ, t) =VL(t)/RL (3.17)

Solving for the forward and reflected waves

2v+(ℓ, t) =VL(t)(1+Z0/RL) (3.18)

2v−(ℓ, t) =VL(t)(1−Z0/RL) (3.19)

And therefore the reflection from the load is given by

ΓL =
V−(ℓ, t)
V+(ℓ, t)

=
RL −Z0

RL +Z0
(3.20)

The reflection coefficient (same as the time harmonic case) plays a very important concept for
transmission lines, and for a real termination resistor, −1 ≤ ΓL ≤ 1. Some noteworthy cases are

• ΓL =−1 for RL = 0 (short)
• ΓL =+1 for RL = ∞ (open)
• ΓL = 0 for RL = Z0 (match)
Most often, we strive to impedance match to provide the proper termination to avoid reflections.

Otherwise if ΓL ̸= 0, a new reflected wave travels toward the source and unless Rs = Z0, another
reflection also occurs at source! To see this consider the wave arriving at the source. Recall that
since the wave equation is linear partial differential equation, a superposition of any number of
solutions is also a solution. At the source end the boundary condition is as follows

Vs − IsRs = v+1 + v−1 + v+2 (3.21)

The new term v+2 is used to satisfy the boundary condition. The current continuity requires
Is = i+1 + i−1 + i+2

Vs = (v+1 − v−1 + v+2 )
Rs

Z0
+ v+1 + v−1 + v+2 (3.22)
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Figure 3.5: The bounce diagram.

Solve for v+2 in terms of known terms

Vs =

(
1+

Rs

Z0

)
(v+1 + v+2 )+

(
1− Rs

Z0

)
v−1 (3.23)

But v+1 = Z0
Rs+Z0

Vs

Vs =
Rs +Z0

Z0

Z0

Rs +Z0
Vs +

(
1− Rs

Z0

)
v−1 +

(
1+

Rs

Z0

)
v+2 (3.24)

So the source terms cancel out and

v+2 =
Rs −Z0

Z0 +Rs
v−1 = Γsv−1 (3.25)

The reflected wave bounces off the source impedance with a reflection coefficient given by the
same equation as before

Γ(R) =
R−Z0

R+Z0
(3.26)

The source appears as a short for the incoming wave. Invoke superposition! The term v+1 took care
of the source boundary condition so our new v+2 only needed to compensate for the v−1 wave. The
reflected wave is only a function of v−1 .

The Bounce Diagram
We can track the multiple reflections with a “bounce diagram”, shown in Fig. 3.5. If we freeze
time and look at the line, using the bounce diagram we can figure out how many reflections have
occurred. For instance, at time 2.5td = 2.5ℓ/v three waves have been excited (v+1 ,v−1 , v+2 ), but
v+2 has only traveled a distance of ℓ/2. To the left of ℓ/2, the voltage is a summation of three
components

v = v+1 + v−1 + v+2 = v+1 (1+ΓL +ΓLΓs) (3.27)
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v+1 = .4
v−1 = .2 v+2 = .04 v−2 = .02 v+3 = .004 v−3 = .002
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Figure 3.6: The voltage waveform on a distributed transmission line at a given instant of time.
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Figure 3.7: An LC ladder model of a shorted transmission line.

To the right of ℓ/2, the voltage has only two components

v = v+1 + v−1 = v+1 (1+ΓL) (3.28)

We can also pick at arbitrary point on the line and plot the evolution of voltage as a function of
time. For instance, at the load, assuming RL > Z0 and RS > Z0, so that Γs,L > 0, the voltage at the
load will will increase with each new arrival of a reflection, as shown in Fig. 3.6.

Physical Intuition: Shorted Line
To gain physical insight into the transient behavior of a transmission line, consider Fig. 3.7, and LC
ladder model. The initial step charges the “first” capacitor through the ‘first” inductor since the line
is uncharged. There is a delay since on the rising edge of the step, the inductor is an open. Each
successive capacitor is charged by “its” inductor in a uniform fashion ... this is the forward wave
v+1 .

The voltage on the line goes up from left to right due to the delay in charging each inductor
through the inductors. The last inductor, though, does not have a capacitor to charge. Thus the last
inductor is “discharged”, with extra charge flowing through discharging the “last” capacitor. As
this capacitor discharges, so does its neighboring capacitor to the left. Again there is a delay in
discharging the caps due to the inductors. This discharging represents the backward wave v−1 .

Steady-State Waveform
To find steady-state voltage on the line, we sum over all reflected waves

vss = v+1 + v−1 + v+2 + v−2 + v+3 + v−3 + v+4 + v−4 + · · · (3.29)

Or in terms of the first wave on the line

vss = v+1 (1+ΓL +ΓLΓs +Γ
2
LΓs +Γ

2
LΓ

2
s +Γ

3
LΓ

2
s +Γ

3
LΓ

3
s + · · · (3.30)
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Notice geometric sums of terms like Γk
LΓk

s and Γ
k+1
L Γk

s . Let x = ΓLΓs

vss = v+1 (1+ x+ x2 + · · ·+ΓL(1+ x+ x2 + · · ·)) (3.31)

The sums converge since |x|< 1

vss = v+1

(
1

1−ΓLΓs
+

ΓL

1−ΓLΓs

)
(3.32)

or more compactly

vss = v+1

(
1+ΓL

1−ΓLΓs

)
(3.33)

Substituting for ΓL and Γs gives

vss =Vs
RL

RL +Rs
(3.34)

In steady state, the equivalent circuit shows that the transmission line has disappeared. This
happens because if we wait long enough, the effects of propagation delay do not matter. Conversely,
if the propagation speed were infinite, then the T-line would not matter. But the presence of the
T-line will be felt if we disconnect the source or load! That’s because the T-line stores reactive
energy in the capacitance and inductance. Note that every real circuit behaves this way! Lumped
circuit theory is an abstraction that only applies to infinitesimally small circuits.

Ringing for Open/Short Loads
Consider a source driving an open line shown in Fig. 3.8. Suppose the source impedance is Z0/4, so
Γs =−0.6, and the load is open so ΓL = 1. As before a positive going wave is launched v+1 = 4Vs/5.
Upon reaching the load, a reflected wave of of equal amplitude is generated and the load voltage
overshoots vL = v+1 + v−1 = 1.6V. Note that the current reflection is negative of the voltage

Γi =
i−

i+
=−v−

v+
=−Γv (3.35)

This means that the sum of the currents at load is zero (open).
At source a new reflection is created v+2 = ΓLΓsv+1 , and note Γs < 0, so v+2 =−.6×0.8=−0.48.

At a time 3tp, the line charged initially to v+1 + v−1 drops in value

vL(3tp) = v+1 + v−1 + v+2 + v−2 = 1.6−2× .48 = .64 (3.36)

So the voltage on the line undershoots < 1. And on the next cycle 5tp the load voltage again
overshoots. We observe ringing with frequency 2tp as shown in Fig. 3.9. When we drive an
unterminated line, especially and open-circuited or a short-circuited line, we observe ringing. In a
digital circuit with a long propagation delay tp, if the ringing is severe enough, it may require us to
slow down the clock to allow the voltage to properly settle. This is one of the main advantage of a
terminated transmission line in such a system.

Transmission Line Resonator
In Chapter 2 we found that transmission lines resonate when the electrical length becomes a
multiple of the quarter wavelength. At odd multiples the line behaves like a parallel RLC circuit
whereas at even multiples it behaves like a series RLC circuit. In the time domain, we shall see
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Figure 3.8: A step function voltage source drives an open line.
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Figure 3.9: SPICE simulation shows ringing waveforms for the transmission line shown in Fig. 3.8.
The time delay of the transmission line is tp = 5ns.
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Figure 3.10: A transmission line initially charged to a voltage V0 is discharged by closing the switch
at time t = 0+.
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Figure 3.11: The voltage waveforms on the initially charged transmission line at points z = 0
(shorted end), z = ℓ (open end), and at the mid-point.

that a transmission line can be used to generate periodic waveforms with fast transitions and short
periods.

The setup is shown in Fig. 3.10. We assume that the transmission is initially charged to a
voltage V0 and then at time t = 0+ we short the transmission line to ground. Since the transmission
line is lossless, the energy stored in the line, CV 2/2, cannot disappear. Instead as the line is shorted,
it will be converted into magnetic energy LI2/2, and then back again to electrical energy. So we see
a resonance occurring on the line but instead of sinusoidal waves, the line will have a square wave
voltage and current waveform. From a frequency domain perspective, we see that the initial closure
of the switch excites multiple harmonics on the transmission line which sum to form a square wave.
Since the initial step is rich in harmonics, it will in theory impart energy onto an infinite number of
harmonics frequencies.

Let’s solve this problem in the following manner. At time t = 0, the voltage on the line is given
by V0. When the switch is closed, we generate a wave V+

1 =−V0 at the position of the switch which
discharges the voltage there. This voltage wave travels towards the open end of the transmission
line at the speed of light in the medium, v =

√
1/L′C′, and as it travels it discharges the voltage

on the line to zero. In a time t = tp = ℓ/v, this wave will reach the open end and the voltage on
the entire line is reduced to zero. Now all the energy of the line is contained in the current, or the
magnetic energy. Due to the open boundary condition, though, the voltage V+ is reflected and now
a new wave V−

1 = V+
1 = −V0 is generated. This wave now travels leftward towards the shorted

end of the transmission line. As it travels, it reduces the voltage on the line to −V0. Now we can
see that this voltage, upon reaching the shorted end, will generate a new voltage, V+

2 =−V−
2 =V0,

which travels forward towards the open end. At the shorted end of the voltage each subsequent
wave generated always cancels the incoming voltage to produce a net zero voltage.

In this way we see that the voltage on the transmission line oscillates between V0 and −V0 as a
function of time at the load. At the short end it drops to zero as the switch is closed. At the open
end, though, the voltage will oscillate. The period of this oscillation is given by the time delay
of the transmission line, or T = 2tp. A plot of the voltage at the open and short end is shown in
Fig. 3.11. Interestingly, at the midpoint of the transmission line, the voltage waveform is more
complicated as partial reflections drive the line to zero volts, then negative, and the positive again.
Since the line is lossless, this oscillation will ensue until the line is somehow disturbed again. Very
fast oscillations can be produced in this way. Unfortunately every real transmission line has loss
and so the voltage waveform will decay towards zero. If we can somehow introduce energy back
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Figure 3.12: (a) The cascade of two transmission lines. (b) The equivalent load presented by the
second transmission line.
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Figure 3.13: The load is connected to the source by a cascade of two sections of transmission lines.

onto the line, we can in fact produce a distributed oscillator.

Cascade of Transmission Lines
Consider the junction between two transmission lines Z01 and Z02, shown in Fig. 3.12a. At the
interface z = 0, the boundary conditions are that the voltage/current have to be continuous

v+1 + v−1 = v+2 (3.37)

(v+1 − v−1 )/Z01 = v+2 /Z02 (3.38)

Solve these equations in terms of v+1 . The reflection coefficient has the same form (easy to
remember)

Γ =
v−1
v+1

=
Z02 −Z01

Z01 +Z02
(3.39)

As shown in Fig. 3.12b, the second line looks like a load impedance of value Z02. The wave
launched on the new transmission line at the interface is given by

v+2 = v+1 + v−1 = v+1 (1+Γ) = τv+1 (3.40)

This “transmitted” wave has a coefficient

τ = 1+Γ =
2Z02

Z01 +Z02
(3.41)

Notice that the sum of τ2 and Γ2 is unity

τ
2 +Γ

2 = 1 (3.42)

This follows from conservation of energy. We can construct a bounce diagram for the scenario
shown in Fig. 3.13. Thus reflections occur at multiple interfaces, shown in Fig. 3.14.
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Figure 3.14: Bounce diagram for the setup shown in Fig. 3.13.
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Figure 3.15: A transmission line drives two parallel lines.
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Junction of Parallel T-Lines
Consider the junction of three transmission lines, shown in Fig. 3.15. Using the same approach as
before, we invoke voltage/current continuity at the interface

v+1 + v−1 = v+2 = v+3 (3.43)

v+1 − v−1
Z01

=
v+2
Z02

+
v+3
Z03

(3.44)

But v+2 = v+3 , so the interface just looks like the case of the junction of two transmission lines, Z01
and a new line with characteristic impedance Z01||Z02.

Example 1:

Rs

� �

Z0, td Z0, td
Rx

RL

+
Vs

−

Figure 3.16: A layout error introduces a ground resistance between two transmission lines.

Consider the following circuit consisting of two transmission lines of characteristic
impedance Z0. Due to a layout error, the ground connection is not good and presents
a resistance of Rx = .5Z0. The circuit is excited by a pulse at the generator with
amplitude 1V and source impedance Rs = 2Z0 (zero rise-time). The load is matched
RL = Z0.

We analyze this problem by drawing the bounce diagram, shown in Fig. 3.17, for the
circuit. We only include the action on the first transmission line. From the bounce
diagram, we can sketch the voltage waveform at the load and at an arbitrary point, such
s z/ℓ= .25 as a function of time on the first transmission line. These graphs are shown
in Fig. 3.18.

3.6 Reactive Terminations
Consider a reactive termination. This situation is common in practice because a shorted or open
load has non-zero reactance. Let’s analyze the problem of an inductive load first. When a pulse
first “sees” the inductance at the load, it looks like an open so Γ0 =+1. As time progresses, the
inductor looks more and more like a short! So Γ∞ =−1.

So intuitively we might expect the reflection coefficient to look like Fig. 3.19. The graph starts
at +1 and ends at −1. In between we’ll see that it goes through exponential decay (1st order ODE).
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Figure 3.17: Bounce diagram for discontinuity shown in Fig. 3.16.
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Figure 3.18: (a) The voltage variation at the load. (b) The voltage variation at a distance of 0.25λ

on the first transmission line. Note drawings are not drawn to scale (vertical).

Do equations confirm our intuition?

vL = L
di
dt

= L
d
dt

(
v+

Z0
− v−

Z0

)
(3.45)

And the voltage at the load is given by v++ v−

v−+
L
Z0

dv−

dt
=

L
Z0

dv+

dt
− v+ (3.46)

The right hand side is known, it’s the incoming waveform. For the step response, the derivative
term on the RHS is zero at the load

v+ =
Z0

Z0 +Rs
Vs (3.47)

Rs

Vs

�

Z0, td L
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Figure 3.19: The reflection coefficient versus time for an inductive load.

So we have a simpler case dv+
dt = 0. We must solve the following equation

v−+
L
Z0

dv−

dt
=−v+ (3.48)

For simplicity, assume at t = 0 the wave v+ arrives at load. In the Laplace domain

V−(s)+
sL
Z0

V−(s)− L
Z0

v−(0) =−v+/s (3.49)

Solve for reflection V−(s)

V−(s) =
v−(0)L/Z0

1+ sL/Z0
− v+

s(1+ sL/Z0)
(3.50)

Break this into basic terms using partial fraction expansion

−1
s(1+ sL/Z0)

=
−1
s

+
L/Z0

1+ sL/Z0
(3.51)

Invert the equations to get back to time domain t > 0

v−(t) = (v−(0)+ v+)e−t/τ − v+ (3.52)

Note that v−(0) = v+, since initially the inductor is an open. So the reflection coefficient is

Γ(t) = 2e−t/τ −1 (3.53)

The reflection coefficient decays with time constant L/Z0

In fact, we can simplify the above procedure by using Laplace analysis direction. We can find
the reflection coefficient Γ(s) directly in the Laplace domain without any equations. For a periodic
excitation, such as a square wave, we can use Fourier analysis directly. This is illustrated by the
next example.
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Z0 Z0 RL

Figure 3.20: A shunt RC discontinuity.

Example 2:

The transmission line shown in Fig. 3.20 has a discontinuity connected in shunt as
shown below. The discontinuity consists of a capacitor and a parallel resistor. The
load is matched to the line. Derive the equations governing the reflection v− at the
discontinuity.

The load seen by the first transmission line is given by R||C||Z0, or

ZL =

(
1
R
+

1
Z0

+ sC
)−1

=
RZ0

R+Z0 + sRZ0C

The complex reflection coefficient seen by the first transmission line is given by

Γ(s) =
ZL −Z0

ZL +Z0
=

−(Z2
0 +RZ2

0sC)

2RZ0 +Z2
0 +RZ2

0sC

We can find V− = ρV+ by using Fourier or Laplace transform analysis.

3.7 Transmission Line Dispersion
In reality all transmission lines deviate from ideal behavior in two important ways. First, all
transmission lines have loss, and thus a wave on a transmission line decays in magnitude as it
travels down the line. Second, most real transmission lines have non-linear phase delay versus
frequency, leading to waveform dispersion. In Chapter 2 we found that we could quantify the
loss in terms of the real part α(ω) of the complex propagation constant γ = α + jβ and the phase
constant is determined by the imaginary component β (ω).

Signal decay can be compensated by placing amplifiers, or repeaters, along the transmission
line. But the waveforms do not shrink by simple scaling as magnitude distortion occurs since
α is not a constant function of frequency. The different frequency components of the waveform
experience a different attenuation, with the attenuation typically an increasing function of frequency.
The high frequency components of a signal, such as the sharp edges, tend to be softened, as they
travel along a transmission line.

Frequency dependent losses occur for multiple reasons. In most transmission line structures,
for instance, the conductive losses increase like

√
f due to skin-effect. Other loss mechanisms,

such as dielectric loss, also increase with frequency, due to dielectric resonance.
In theory we can compensate for the frequency dependent losses by introducing the correct

compensation network. For instance, an amplifier can boost high frequencies (with a zeros in the
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transfer function) to clean up the waveform. But in a typical transmission line we have to also
compensate for the waveform distortion due to the non-linear phase constant β (ω). Recall that a
non-distorting transfer function should ideally scale and delay a waveform. An ideal transmission
line has this ideal characteristic as the phase constant is a linear function of frequency. For a lossless
transmission line we have

γ =
√

jωL jωC = jω
√

LC (3.54)

a linear relation between the phase delay versus frequency. The group delay for any waveform is
therefore a constant. Since switching waveforms are broadband in nature, we need to ensure that
over the bandwidth of the waveform, the phase delay has a linear response. Intuitively it’s clear that
a non-uniform group delay implies that different parts of the waveform arrive at different times and
thus corrupt the waveform. For a lossy transmission line where the losses are dominated by the
conductive losses of the material, we have

γ =
√
( jωL+R) jωC = jω

√
LC

√
1− j

R
ωL

(3.55)

For low frequencies, or if ωL ≪ R, the line is an RC distributed line that we studied in Chap-
ter ??. For this case the attenuation and group delay is frequency dependent leading to distortion.
For high frequencies, though, ω ≫ R/L, the line behaves like an ideal low-loss transmission line.
Unfortunately for a real line the conductive losses increase with frequency and lead dispersion.
Furthermore, inclusion of dielectric losses leads to further distortion.

To demonstrate the effects of dispersion, consider the following wave packet traveling on a
transmission line

p(x, t) =
100

∑
k=1

0.07
(

e−(0.1k−3)2
+ e−(0.1k+3)2

)
cos

(
0.1kx− 0.1kt√

1+0.02(0.1k)2

)
(3.56)

The waveform dispersion occurs since the phase delay decreases non-linearly for each succes-
sive harmonic k of the signal, as shown in Fig. 3.21. A plot of the waveform shape traveling down
the line is shown in Fig. 3.22. In Fig. 3.22a we have removed the dispersion to show the an ideal
case of a wavepacket traveling to the right. In Fig. 3.22b we see severe distortion occurring. Since
higher frequencies travel slower, the wave packet broadens and distorts along the line.

We found from Eq. 5.71 that if R/L = G/C, then the lossy transmission line is also disper-
sionless. This is why old telephone networks included artificial transmission lines with lumped
inductor sections, used to raise the inductance per unit length to satisfy this equation. In a modern
communication system we solve this problem using the power of digital electronics. In essence,
if we could discover the phase and magnitude response of the channel, the transmission line in
this case, then we could construct a digital filter to compensate for the phase non-linearity of the
channel. This is known as equalization. Alternatively, we can break our signals into multiple
narrowband carriers, and send these carriers through the channel. Since each carrier is narrowband,
phase distortion does not occur since over a narrow bandwidth the group delay is approximately
constant. Inter-carrier interference can be minimized by using orthogonal carrier tones. We can also
distribute energy into the tones in such a way to maximize the overall performance of the system.
Since different tones will experience different levels of attenuation, it’s intuitively clear that we
should inject more power into weak tones to maximize the overall signal to noise ratio. This is in
fact the manner in which modern communication systems compensate for the channel properties.
Digital subscriber line (DSL) uses an approach similar to this to pack significantly more data onto
a telephone wire than otherwise possible.2 A similar scheme is employed in OFDM broadband
wireless systems such as 802.11a/g wireless LAN.

2Recall the days of a 300 baud modem? Well at least you recall the 56K modem. A DSL link can pump 1.5 Mbps
through the same line.
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Figure 3.21: The dispersion curve shows that increasing harmonics k of the wavepacket have
smaller propagation constants βk.

3.8 References
This chapter has been adapted from my lecture notes prepared for an electromagnetics course. I
have used several references, including Fields and Waves in Communication Electronics [ramo],
Cheng [cheng], and Inan and Inan [inan]. Other important references include Johnson and Graham
[magic].
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(a) (b)

Figure 3.22: (a) A wave packet travels at constant speed along a transmission line with no dispersion.
(b) A wave packet experiences severe dispersion as it travels through a transmission line.



4. Resonant Circuits and Filters

4.1 Introduction
In this chapter we will study, design, and “build” LC low-pass and band-pass filters. Filters are
essential components in communication systems, allowing many users to share the spectrum through
frequency division multiplexing. Closely spaced channels allow efficient spectrum utilization
but require high selectivity filtering to extract wanted signals from a background of noise and
interference.

In the appendix we will introduce basic surface mount components and effective soldering
techniques. The non-ideal effects of the components, such as loss and self-resonance, as well as the
board parasitic inductance, capacitance, and delay, will be highlighted.

4.2 Resonance
Because RLC circuits and resonance play such a crucial in filters, we begin with a review of this
topic. These circuits are simple enough to allow full analysis, and yet rich enough to form the basis
for most of the circuits we will study.

Series RLC Circuits
The RLC circuit shown in Fig. 4.1 is deceptively simple. The impedance seen by the source is
simply given by

Z = jωL+
1

jωC
+R = R+ jωL

(
1− 1

ω2LC

)
(4.1)

The impedance is purely real at at the resonant frequency when ℑ(Z) = 0, or ω = ± 1√
LC

. At
resonance the impedance takes on a minimal value. It’s worthwhile to investigate the cause of
resonance, or the cancellation of the reactive components due to the inductor and capacitor. Since
the inductor and capacitor voltages are always 180◦ out of phase, and one reactance is dropping
while the other is increasing, there is clearly always a frequency when the magnitudes are equal.
Thus resonance occurs when ωL = 1

ωC . A phasor diagram, shown in Fig. 4.2, shows this in detail.
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Figure 4.1: A series RLC circuit.
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Figure 4.2: The phasor diagram of voltages in the series RLC circuit (a) below resonance, (b) at
resonance, and (c) beyond resonance.



4.2 Resonance 61

So what’s the magic about this circuit? The first observation is that at resonance, the voltage
across the reactances can be larger, in fact much larger, than the voltage across the resistors R. In
other words, this circuit has voltage gain. Of course it does not have power gain, for it is a passive
circuit. The voltage across the inductor is given by

vL = jω0Li = jω0L
vs

Z( jω0)
= jω0L

vs

R
= jQ× vs (4.2)

where we have defined a circuit Q factor at resonance as

Q =
ω0L

R
(4.3)

It’s easy to show that the same voltage multiplication occurs across the capacitor

vC =
1

jω0C
i =

1
jω0C

vs

Z( jω0)
=

1
jω0C

vs

R
=− jQ× vs (4.4)

This voltage multiplication property is the key feature of the circuit that allows it to be used as an
impedance transformer.

It’s important to distinguish this Q factor from the intrinsic Q of the inductor and capacitor.
For now, we assume the inductor and capacitor are ideal. We can re-write the Q factor in several
equivalent forms owing to the equality of the reactances at resonance

Q =
ω0L

R
=

1
ω0C

1
R
=

√
LC
C

1
R
=

√
L
C

1
R
=

Z0

R
(4.5)

where we have defined the Z0 =
√

L
C as the characteristic impedance of the circuit.

4.2.1 Circuit Transfer Function
Let’s now examine the transfer function of the circuit

H( jω) =
vo

vs
=

R
jωL+ 1

jωC +R
(4.6)

H( jω) =
jωRC

1−ω2LC+ jωRC
(4.7)

Obviously, the circuit cannot conduct DC current, so there is a zero in the transfer function. The
denominator is a quadratic polynomial. It’s worthwhile to put it into a standard form that quickly
reveals important circuit parameters

H( jω) =
jω R

L
1

LC +( jω)2 + jω R
L

(4.8)

Using the definition of Q and ω0 for the circuit

H( jω) =
jω ω0

Q

ω2
0 +( jω)2 + j ωω0

Q
(4.9)

Factoring the denominator with the assumption that Q> 1
2 gives us the complex poles of the circuit

s± =−ω0

2Q
± jω0

√
1− 1

4Q2 (4.10)
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Figure 4.3: The root locus of the poles for a second-order transfer function as a function of Q. The
poles begin on the real axis for Q< 1

2 and become complex, tracing a semi-circle for increasing Q.

The poles have a constant magnitude equal to the resonant frequency

|s|=

√√√√ ω2
0

4Q2

/
+ω2

0

(
1− 1

4Q2

/)
= ω0 (4.11)

A root-locus plot of the poles as a function of Q appears in Fig. 4.3. As Q → ∞, the poles move to
the imaginary axis. In fact, the real part of the poles is inversely related to the Q factor.

4.2.2 Circuit Bandwidth
As shown in Fig. 4.4, when we plot the magnitude of the transfer function, we see that the selectivity
of the circuit is also related inversely to the Q factor. In the limit that Q → ∞, the circuit is infinitely
selective and only allows signals at resonance ω0 to travel to the load. Note that the peak gain in
the circuit is always unity, regardless of Q, since at resonance the L and C together disappear and
effectively all the source voltage appears across the load.

The selectivity of the circuit lends itself well to filter applications. To characterize the peakiness,
let’s compute the frequency when the magnitude squared of the transfer function drops by half

|H( jω)|2 =

(
ω

ω0
Q

)2

(
ω2

0 −ω2
)2

+
(

ω
ω0
Q

)2 =
1
2

(4.12)

This happens when
(

ω2
0 −ω2

ω0ω/Q

)2

= 1 (4.13)

Solving the above equation yields four solutions, corresponding to two positive and two negative
frequencies. The peakiness is characterized by the difference between these frequencies, or the
bandwidth, given by

∆ω = ω+−ω− =
ω0

Q
(4.14)
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Figure 4.4: The transfer function of a series RLC circuit. The output voltage is taken at the resistor
terminals. Increasing Q leads to a more peaky response.

which shows that the normalized bandwidth is inversely proportional to the circuit Q

∆ω

ω0
=

1
Q

(4.15)

You can also show that the resonance frequency is the geometric mean frequency of the 3 dB
frequencies

ω0 =
√

ω+ω− (4.16)

4.2.3 Energy Storage in RLC “Tank”
Let’s compute the ebb and flow of the energy at resonance. To begin, let’s assume that there is
negligible loss in the circuit. The energy across the inductor is given by

wL = 1
2 Li2(t) = 1

2 LI2
M cos2

ω0t (4.17)

Likewise, the energy stored in the capacitor is given by

wC = 1
2Cv2

C(t) =
1
2C
(

1
C

∫
i(τ)dτ

)2

(4.18)

Performing the integral leads to

wC = 1
2

I2
M

ω2
0C

sin2
ω0t (4.19)

The total energy stored in the circuit is the sum of these terms

ws = wL +wC = 1
2 I2

M

(
Lcos2

ω0t +
1

ω2
0C

sin2
ω0t
)
= 1

2 I2
ML (4.20)

which is a constant! This means that the reactive stored energy in the circuit does not change and
simply moves between capacitive energy and inductive energy. When the current is maximum
across the inductor, all the energy is in fact stored in the inductor

wL,max = ws =
1
2 I2

ML (4.21)
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Figure 4.5: A parallel RLC circuit.

Likewise, the peak energy in the capacitor occurs when the current in the circuit drops to zero

wC,max = ws =
1
2V 2

MC (4.22)

Now let’s re-introduce loss in the circuit. In each cycle, a resistor R will dissipate energy

wd = P ·T = 1
2 I2

MR · 2π

ω0
(4.23)

The ratio of the energy stored to the energy dissipated is thus

ws

wd
=

1
2 LI2

M
1
2 I2

MR 2π

ω0

=
ω0L

R
1

2π
=

Q
2π

(4.24)

This gives us the physical interpretation of the Quality Factor Q as 2π times the ratio of energy
stored per cycle to energy dissipated per cycle in an RLC circuit

Q = 2π
ws

wd
(4.25)

We can now see that if Q ≫ 1, then an initial energy in the tank tends to slosh back and forth for
many cycles. In fact, we can see that in roughly Q cycles, the energy of the tank is depleted.

4.2.4 Parallel RLC Circuits
The parallel RLC circuit shown in Fig. 4.5 is the dual of the series circuit. By “dual” we mean that
the role of voltage and current are interchanged. Hence the circuit is most naturally probed with a
current source is. In other words, the circuit has current gain as opposed to voltage gain, and the
admittance minimizes at resonance as opposed to the impedance. Finally, the role of capacitance
and inductance are also interchanged. In principle, therefore, we don’t have to repeat all the detailed
calculations we just performed for the series case, but in practice it’s worthwhile exercise.

The admittance of the circuit is given by

Y = jωC+
1

jωL
+G = G+ jωC

(
1− 1

ω2LC

)
(4.26)

which has the same form as Eq. 4.1. The resonant frequency also occurs when ℑ(Y ) = 0, or when
ω = ω0 =± 1√

LC
. Likewise, at resonance the admittance takes on a minimal value. Equivalently,

the impedance at resonance is maximum. This property makes the parallel RLC circuit an important
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element in tuned amplifier loads. It’s also easy to show that at resonance the circuit has a current
gain of Q

iC = jω0Cvo = jω0C
is

Y ( jω0)
= jω0C

is
G

= jQ× is (4.27)

where we have defined the circuit Q factor at resonance by

Q =
ω0C

G
(4.28)

in complete analogy with Eq. 4.3. Likewise, the current gain through the inductor is also easily
derived

iL =− jQ× is (4.29)

The equivalent expressions for the circuit Q factor are given by the inverse of the relations of Eq. 4.5

Q =
ω0C

G
=

R
ω0L

=
R
1√
LC

L
=

R√
L
C

=
R
Z0

(4.30)

The phase response of a resonant circuit is also related to the Q factor. For the parallel RLC circuit
the phase of the admittance is given by

∠Y ( jω) = tan−1

(
ωC
(
1− 1

ω2LC

)

G

)
(4.31)

The rate of change of phase at resonance is given by

d∠Y ( jω)

dω

∣∣∣∣
ω0

=
2Q
ω0

(4.32)

A plot of the admittance phase as a function of frequency and Q is shown in Fig. 4.6.

Circuit Transfer Function
Given the duality of the series and parallel RLC circuits, it’s easy to deduce the behavior of the
circuit. Whereas the series RLC circuit acted as a filter and was only sensitive to voltages near
resonance ω0, likewise the parallel RLC circuit is only sensitive to currents near resonance

H( jω) =
io
is
=

voG
voY ( jω)

=
G

jωC+ 1
jωL +G

(4.33)

which can be put into the same canonical form as before

H( jω) =
jω ω0

Q

ω2
0 +( jω)2 + j ωω0

Q
(4.34)

where we have appropriately re-defined the circuit Q to correspond the parallel RLC circuit. Notice
that the impedance of the circuit takes on the same form

Z( jω) =
1

Y ( jω)
=

1
jωC+ 1

jωL +G
(4.35)
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Figure 4.6: The phase of a second order admittance as function of frequency. The rate of change of
phase at resonance is proportional to the Q factor.

which can be simplified to

Z( jω) =
j ω

ω0

1
GQ

1+
(

jω
ω0

)2
+ j ω

ω0Q

(4.36)

At resonance, the real terms in the denominator cancel

Z( jω0) =
j R

Q

1+
(

jω0

ω0

)2

︸ ︷︷ ︸
=0

+ j 1
Q

= R (4.37)

It’s not hard to see that this circuit has the same half power bandwidth as the series RLC circuit,
since the denominator has the same functional form

∆ω

ω0
=

1
Q

(4.38)

A plot of this impedance versus frequency has the same form as Fig. 4.4 multiplied by the resistance
R.

Energy storage in a parallel RLC circuit is completely analogous to the series RLC case and
in fact the general equation relating circuit Q to energy storage and dissipation also holds in the
parallel RLC circuit.

4.2.5 The Many Faces of Q
As we have seen, in RLC circuits the most important parameter is the circuit Q and resonance
frequency ω0. Not only do these parameters describe the circuit in a general way, but they also give
us immediate insight into the circuit behavior.

The Q factor can be computed several ways, depending on the application. For instance, if the
circuit is designed as a filter, then the most important Q relation is the half-power bandwidth

Q =
ω0

∆ω
(4.39)
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LPF HPF BPF BSF APF

Figure 4.7: Standard filter type include the (a) low-pass filter, (b) high-pass filter, (c) band-pass
filter, (d) band reject filter, and (e) all-pass filter.

We shall also find many applications where the phase selectivity of these circuits is of importance.
An example is a resonant oscillator where the noise of the system is rejected by the tank based on
the phase selectivity. In an oscillator any “excess phase” in the loop tends to move the oscillator
away from the natural resonant frequency. It is therefore desirable to maximize the rate of change of
phase of the circuit impedance as a function of frequency. For the parallel RLC circuit we derived
the phase of the admittance (Eq. 4.32) which gives us another way to interpret and compute Q

Q =
ω0

2
d∠Y ( jω)

dω
(4.40)

For applications where the circuit is used as a voltage or current multiplier, the ratio of reactive
voltage (current) to real voltage (current) is most relevant. For a series case we found

Q =
vL

vR
=

vC

vR
(4.41)

and for the parallel case

Q =
iL
iR

=
iC
iR

(4.42)

The last and one of the most important interpretations of Q is in the definition of energy, relating
the energy storage and losses in a RLC “tank” circuit. We can define the of Q a circuit at frequency
ω as the energy stored in the tank W divided by the rate of energy loss

Q =W/
dW
dφ

= ωW/
dW
dt

(4.43)

4.3 Filter Frequency Response
Filters are key building blocks in communication systems. Common filters that you are no doubt
familiar with include low-pass filters (LPF), high-pass filters (HPF), and band-pass filters (BPF).
Less common, but equally important, include band-reject filters and all-pass filters. Common
notation and ideal filter magnitude responses for these various filters are shown in Fig. 4.7. The
all-pass filter may seem useless at first, but is actually quite useful when we examine the filter’s
phase transfer characteristic. The filter can be used to equalize the phase response of a distorted
signal.

A LPF passes the lower frequencies to the output and attenuates the high frequency components
beyond the cut-off frequency. The simplest low-pass filter consist of an RC circuit shown in
Fig. 4.8a, which attenuates the signal at 20 dB/decade beyond the cutoff, a rather gentle roll-off. To
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Figure 4.8: (a) A simple RC low-pass filter. (b) A simple RC high-pass filter. (c) An arbitrary filter
viewed as a voltage divider.

(a) (b) (c) (d)

Figure 4.9: (a) An LC low-pass filter. (b) An LC high-pass filter. (c) An LC pass band filter. (d) An
LC band reject filter.

improve the roll-off, the LC filter shown in Fig. 4.9a can be used. Intuitively, at low frequencies the
inductor is a short and the capacitor is open, so the signal is coupled to the output. At resonance the
voltage across the inductor/capacitor equal, which sets the 3-dB frequency. At high frequencies,
though, the inductor reactance increases and the capacitor reactance decreases, decoupling the
input from the output and tending to short the output signals to ground. The transfer function of
this filter is given by analyzing the circuit as a voltage divider (Fig. 4.8c), where Z1 = ZC||RL and
Z2 = jωL+RS

V2

V1
=

ZC||RL

ZC||RL + jωL+RS
(4.44)

Assume that R0 = RL = RS

=
1

1+(1+ jωL/R0)(1+ jωR0C)
(4.45)

which shows that the filter has two complex poles, causing a roll-off of 40 dB/dec. The steepness
and bandwidth of the filter near the cutoff frequency is controlled quality factor Q of the transfer
function.

This filter can be converted to a high-pass filter by interchanging the inductor and the capacitor,
which rejects the low frequencies due to the capacitor coupling and the inductor shunting the signal
to ground, and passes the high frequencies, as shown in Fig. 4.9b. How do we realize a band-pass
filter? If we view the circuit as an arbitrary voltage divider, notice that in the passband of the filter
the impedance Z2 is shorted and the impedance Z1 is opened whereas the opposite occurs ideally in
the stop-band. A short circuit is realized at an arbitrary frequency using a series LC circuit and an
open circuit is realized with a parallel LC circuit. Putting these ideas together leads to Fig. 4.9c, a
passband filter.

By the same argument, a band reject filter is realized by interchanging the role of the Z1 and Z2,
as shown in Fig. 4.9d. We see that simple LC resonant circuits are extremely versatile and form
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Figure 4.10: The desired filter response “mask” and the transfer characteristics of a filter.

the core of an entire family of filters. As we shall see this powerful insight can be extended even
further.

How do we select the various component values to realize a given filter response? Well, the
answer depends on what you are trying to achieve. A filter is typically characterized by specifying
the filter mask shown in Fig. 4.10. The mask is characterized by the following parameters: corner
frequency or 3-dB bandwidth, pass-band ripple, which measures how much the in-band signal
gain varies (which leads to distortion), the stop-band rejection, and the steepness of the “skirt” of
the filter (the transition region of the filter). The filter roll-off is related to the filter order, or the
number of poles. Other important metrics include the group delay (see below), insertion loss of the
filter (rather than the ripple), and the stop-band ripple (only for certain filter types). Some filters
have transmission zeros, which cause the filter response to go to zero at specific frequencies in the
stop-band. Insertion loss is related to the fact that real inductors/capacitors have loss, and some of
the input energy is absorbed by the network and converted to heat.

An ideal filter would delay all frequency components of the signal by the same amount, i.e. the
filter would have a constant group delay

τg =−d∠H
dω

(4.46)

Any variation in the group delay leads to distortion since different components of the signal arrive
at different times. Notice that an ideal filter should therefore have a linear phase response or a flat
(constant) group delay. To see this, notice that a distortionless filter should preserve the waveform
shape, which means that the output can only be a scaled and delayed version of the input signal (for
the band of interest). The transfer function for such a filter takes the form

H(s) = |H0|e−sT (4.47)

where H0 is the scaling factor and T is the delay of the filter. It is therefore important for the
filter approximate this response in the band of interest, which means minimizing the ripple in the
amplitude response and realizing a linear phase response (or constant group delay).

In general there is a trade-off in the filter attenuation characteristics and the group delay, which
means that more out-of-band magnitude attenuation results in more phase distortion in-band and
vice-versa. In Fig. 4.11 we compare two filters which differ in their attenuation rate; notice that
the filter with higher attenuation has considerably worse group delay variation. An all-pass filter
can be used to compensate for the phase distortion of a given filter, or to compensate for the phase
distortion of a transmission medium (such as a cable or device with poor frequency response).



70 Chapter 4. Resonant Circuits and Filters

0.5 1.0 1.5 2.0 2.50.0 3.0

-40

-20

-60

0

8.0E-10

1.6E-9

2.4E-9

0.0

3.0E-9

freq, GHz

Group Delay

Mag. Resp.

0.5 1.0 1.5 2.0 2.50.0 3.0

-40

-20

-60

0

8.0E-10

1.6E-9

2.4E-9

0.0

3.0E-9

freq, GHz

Group Delay

Mag. Resp.

(a) (b)

Figure 4.11: (a) A sharp roll-off filter has more than 40-dB attenuation at 2 GHz and poor
group delay (Chebyshev order 5) whereas (b) a soft roll-off filter has much smaller group delay
(Butterworth order 5).
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Figure 4.12: (a) The magnitude, (b) phase response, (c) group delay and (d) step response of a filter.
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Figure 4.13: The input reflection coefficient s11 and transfer coefficient s21 for a fifth-order
Chebyshev filter.

A simple way to observe the distortion caused by the non-constant group delay is to plot the
step response of the filter. Since the step transition has high frequency components which must
all arrive at the same instant, any deviation from a linear phase response leads to distortion in the
waveform, as shown in Fig. 4.12.

Filters are two-port elements and thus a full characterization requires the specification of
four complex parameters. If a filter is realized with only passive elements, then the two-port is
reciprocal and z12 = z21. Many filters are also symmetric so z11 = z22. In these cases the filter is
fully characterized by two complex frequency dependent parameters. Most commonly filters are
characterized in terms of their scattering parameters since this is how the filters are measured. The
input reflection coefficient, or s11, is particulary important since the energy transferred into the filter
is given by

Pin = 1−|Γ(ω)|2 = 1−|s11|2 (4.48)

which means in the pass-band we desire |s11| ≈ 0 (no power reflected) whereas in the stop-band we
desire |s11| ≈ 1, which means that all the incident power is reflected. If the filter is realized with
lossless or low-loss elements, then the input power is actually the power delivered to the load. A
filter characterized in this way is shown in Fig. 4.13, where the input reflection s11 and transmission
s21 are plotted versus frequency.

The filter transfer characteristics are measured or calculated through s21. For an ideal filter
|s21| ≈ 1 in the passband and |s21| ≈ 0 in the stop-band. For any real filter, there is some insertion
loss due to the inevitable resistance in the components, and the magnitude of |s21| in the passband
indicates this loss (under matched conditions).

4.3.1 Ladder Filters
The concept of a voltage divider can be extended, as shown in Fig. 4.14a, to even realize higher
out-of-band attenuation. The buffer is used to isolate the two filters and so the overall transfer
function is a cascade of the individual transfer functions, doubling the attenuation from 40 dB/dec
to 80 dB/dec, a significant improvement. In actual practice, the same effect can be realized without
the buffer, as shown in Fig. 4.14b, except now the transfer function is more complicated but has the
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(a) (b)

Figure 4.14: (a) Cascading simple filters results in higher order roll-off characteristics. (b) Cascaded
filters without the buffer.
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Figure 4.15: (a) The canonical ladder low-pass filter of order n (odd). (b) The canonical ladder
filter of order n (even).
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Figure 4.16: (a) An arbitrary fifth-order ladder filter structure.
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same order. All of the filters discussed up to this point can in fact be extended in this fashion to
realize higher order filters. The order of the filter correspond to the number of “rungs” in the ladder
filter, redrawn in standard form in Fig. 4.15. This canonical ladder filter structure can be converted
from low-pass to high-pass, band-pass, or band-stop by the following simple transformations:

• LP → HP: L →C,C → L
• LP → BP: L → series LC,C → parallel LC
• LP → BS: L → parallel LC,C → series LC
The two-port parameters of an arbitrary ladder filter shown in Fig. 4.16 can be calculated by

noting that the input impedance is given by1

Z11 =
1

y1 +
1

z2 +
1

y3 +
1

z4 + · · ·

(4.49)

To calculate the transfer characteristic Z21, leave the output open-circuited and assume the voltage
V2 = 1V and find the input current step by step [Aatre]. Note that i5 = y5V2 = y5 and i4 = i5 so we
have

Va = i4z4 +V2 = 1+ z4y5 (4.50)

Repeating this calculation and using i2 = i3 + i4

i3 = y3Va = y3 + y3z4y5 (4.51)

V1 = (i3 + i4)z2 +Va = z2y3 + z2y3z4y5 + z2y5 + z4y5 +1 (4.52)

The input current is given by I1 = y1V1 + i2, which leads to

y21 = y1z2y3 + y1z2y3z4y5 + y1z2y5 + y1z4y5 + y1 + y3 + y3z4y5 + y5 (4.53)

In practice carrying out the algebra is unnecessary since filters have been studied extensively
and canonical filter structures have been tabulated and are widely available [matthie]. Filter design
tools are also abundant on the web and through specialized software packages (such as ADS).
Nevertheless you are encouraged to play around with a few simple filters to gain intuition before
using the tools.

Impedance Matching
It is now clear that in a standard band-pass filter structure, all the LC component values are chosen to
resonate at the center frequency of the filter response, which constrains the product of LC. The ratio
of these components must be chosen carefully to produce the desired filter properties. For instance,
in order to obtain an impedance match, the input impedance of the filter should equal the desired
load impedance across the passband. If we view a simple three section low-pass matching network
as to front-to-back “L” matching networks (bisecting the series element as shown in Fig. 4.17),
then we view this as a classic impedance down transformation by the factor (1+Q2

2)
−1 followed

by an up transformation of (1+Q2
1) resulting in an overall transformation of (at resonance)

Zin =
1+Q2

1

1+Q2
2
·RL (4.54)

1In fact, this form if very useful for synthesis of a ladder filter of a given transfer function. Using long division, a
transfer function can be written in continued fraction form, and the element values are readily calculated.
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Figure 4.17: (a) A three section low-pass filter. (b) The series element is bisected to form two “L”
matching networks.

Which shows that the filter can amplify or attenuate the voltage, or in other words change the
impedance seen by the source. This impedance matching property of the filter is useful if the source
and load impedance are different. In many applications, though, these are the same so ideally
Zin = RL at resonance, which means we should choose the filter component values to satisfy this
constraint, or Q1 = Q2. The overall transfer characteristics of the filter come down to one free
parameter, the quality factor Q.

4.3.2 Standard Filter Families
Filters have been thoroughly analyzed and classified into families of filters with specific filter
characteristics. These various filters trade-off passband ripple for sharper attenuation or slightly
worse group delay. The terminology behind these filters is widely known and standardized (although
the spelling Cheybchev varies) and the names of the filters derive from the original mathematicians
who studied the functions that underlie these filter transfer characteristics.

Butterworth Filters
The simplest of the family of filters, the Butterworth filters are also known as “maximally flat”,
since the transfer function

∣∣∣∣
V2

V1

∣∣∣∣=
1√

1+( f/ f0)2n
(4.55)

has n zero derivatives at the origin. This means that the filter response remains as flat as possible in
the passband. As evident in Fig. 4.18, the order of the filter n determines the stop-band rolloff. To
realize such a filter requires exactly n elements in the ladder structure. It is relatively easy to show
that the poles of this filter lie uniformly on a half-circle in the left-hand plane with radius ω0.

Chebyshev Filters
The Chebyshev filter has a sharper roll-off compared to the Butterworth filter in the stop-band, as
shown in Fig. 4.19. The trade-off is that the Chebyshev filter introduces ripple in the passband. The
transfer function for this filter is given by

∣∣∣∣
V2

V1

∣∣∣∣=
1√

1+ ε2T 2
n ( f/ f0)

(4.56)

where Tn(x) is a Chebyshev polynomial of order n. This filter is realized with n elements. The
in-band ripple is controlled by adjusting the factor ε . For a given value of ε , the in-band ripple is
given by

ripple in dB = 20log10
1

1+ ε2 (4.57)
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Figure 4.18: The voltage transfer characteristics of a Butterworth filter. The roll-off slope varies
with the filter order n.
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Figure 4.19: The voltage transfer characteristics of a Chebyshev and Butterworth filter. The
Chebyshev has faster roll-off and in-band ripple whereas the Butterworth filter has a flat in-band
response.
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Figure 4.20: The voltage transfer characteristics of a type-II or Inverse Chebyshev filter. The
Inverse Chebyshev has good out-of-band rejection.

The Chebyshev polynomial is given by

Tn(x) = cosh(narccosh(x)) (4.58)

It is not too difficult to show that the poles of this filter are distributed on the left-hand side of the
s-plane along an ellipse[wikicheby].

Other Filter Families

In the literature you will encounter other filter families that display various other trade-offs. For
instance, the Bessel filter has a maximally flat group delay, which is ideal for applications intolerant
to phase distortion in the passband. Inverse Chebyshev filters have no ripple in the passband but
have ripple in the stop band instead, as shown in Fig. 4.20. These filters have both poles and
zeros in their transfer characteristics. Elliptical filters allow one to specify passband and stopband
ripple and achieve very good stop-band attenuation, but require high-Q poles. For all filter families
it’s important to remember that they are all realized by using the ladder filter structure. Only the
components values vary to change the transfer function from one filter type to another.

4.3.3 Filter Transformations

Most filters families are tabulated as low-pass filters and normalized for a cutoff frequency of
ωc = 1 radian/sec. Two types of filters can be used, one beginning with a shunt capacitor or series
inductor (Fig. 4.15). The component values are given as gn (Farads/Henrys), assuming a source
impedance of Rs = 1Ω and load impedance RL = 1Ω (odd-order filters). For even-order filters,
RL = 1/gn+1.
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Frequency and impedance scaling
The low-pass filter cutoff frequency can be scaled to ωc and scaled to a source impedance of R0 by
modifying gn in the following way

Ln =
R0gn

ωc
(4.59)

Cn =
gn

R0ωc
(4.60)

Low-pass to high-pass transformation
The frequency substitution −ωc/ω → ω ′ converts the filter prototype from low-pass to high-pass.
The new component values are given by

C′
n =

1
gn

(4.61)

L′
n =

1
gn

(4.62)

Band-pass and band-stop transformation

The frequency substitution ω0
ω2−ω1

(
ω

ω0
− ω0

ω

)
→ ω ′ is used to tranform the low-pass filter to a

bandpass filter. The fractional bandwidth ∆ of the filter is given by

∆ =
ω2 −ω1

ω0
(4.63)

The center frequency is the geometric (not arithmetic) mean of the 3-dB frequencies

ω0 =
√

ω1ω2 (4.64)

Carrying out the arithmetic means that a series inductor is transformed into a series LC circuit
with component values

L′
n =

LnR0

ω0∆
(4.65)

C′
n =

∆

ω0LnR0
(4.66)

and the shunt capacitors are transformed into a parallel LC circuit with components given by

L′
n =

R0∆

ω0Cn
(4.67)

C′
n =

Cn

ω0R0∆
(4.68)

The inverse transformation ∆

(
ω

ω0
− ω0

ω

)−1
→ ω ′ is used to realize a bandstop filter. The series

inductors are converted to parallel LC branches

L′
n =

R0Ln∆

ω0
(4.69)
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Figure 4.21: A radio receiver must be able to discriminate between many undesired and large
interfering signals in order to “hear” a weak desired signal. Each arrow respresents a modulated
signal at a given frequency.

C′
n =

1
ω0LnR0∆

(4.70)

whereas the shunt capacitors are converted into series LC branches

L′
n =

R0

ω0Cn∆
(4.71)

C′
n =

Cn∆

ω0R0
(4.72)

4.3.4 Filters in Communication Systems
In a wireless communication system filters are used to “pick a needle out of a haystack,” or in
other words to select the desired signal of interest in a sea of interfering signals. This is shown
schematically in Fig. 4.21, where the desired signal is at channel 2, or 910 MHz, in a radio band that
can support many different channels. The first filter in this example is a fixed filter that selects all the
channels of interest while rejecting “out of band” signals, such as the multitude of in other frequency
bands, such as UHF television up to 600 MHz and other cellular and wireless communication
signals in the 2-5 GHz spectrum. The second filter is used to further isolate the desired channel
from the rest of the signals to provide channel selectivity. A difficult, but typical situation for a
receiver is the “near-far” problem, shown in Fig. 4.22, where a multitude of interferers appear
around the desired signal which is weak. If the receiver does not have sufficient sensitivity and
linearity, these interfering signals can jam a receiver.

Notice that the second narrow filter needs to have a variable center frequency unless we use
static channel assignments, which is very unrealistic in practice. Since in practice it is much easier
to build a high quality fixed center frequency filter rather than a tunable filter, the most popular way
to realize the same effect is to downconvert the signal of interest to a fixed intermediate frequency
(IF), where channel selection and blocker attenuation can be performed. This is the basis of the
superheterodyne receiver architecture, shown in Fig. 4.23. Notice that there are three filters used in
this architecture, an RF band select filter, an image-reject filter, the importance of which will be
highlighted later, and the a second IF filter. In this lab you will design these filters, simulate them,
and then build and test the filters.

In a high-speed communication system using amplitude modulation, the time-domain ripple at
the amplitude transitions leads to inter-symbol interference (ISI) and “eye closure”. In Fig. 4.24 we
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Figure 4.22: A radio receiver must contend with a near-far scenario where the desired transmitter is
far away resulting in a weak received signal in the presence of many nearby unwanted interferers.
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Figure 4.23: A superheterodyne radio receiver architecture uses several band-pass, band-reject, and
low-pass filters.
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Figure 4.24: Input pulse data waveform (top) and the filtered response (bottom) shows significant
inter-symbol interference (ISI).
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Figure 4.25: The printed circuit board layout for a ladder filter structure.

compare the pulse response of a Bessel and Chebyshev filter. Note that in both cases we lose the
sharp edges due to filtering, but the Bessel filter does not ring, which prevents “leakage” of one bit
onto another.

4.4 Appendix

In this appendix we discuss how you can build filters using planar PCB manufacturing process and
lumped surface mount components.

4.4.1 PCB Manufacturing
A printed circuit board (PCB) consists of a stack of dielectric materials, usually FR4 (εr = 4.4),
with a typical thickness on the order of 50 mils. The thicknesses can be varied either for more
mechanical stability or even thinned to obtain flexibility. Each dielectric is sandwiched by two
layers of Cu metal, which can be used as interconnect or as a ground plane. In practice, two or
more layers are used to build the PCB. Even if many layers are used, one layer is reserved for RF
signals, with a nearly solid ground plane serving as the RF return path and a single layer forming
RF transmission lines. The metal layers have a typical thickness of 30 µm. In a single layer PCB,
the backside of the board is a solid ground plane. Connections to ground must travel through a “via”
to reach the backside.

Consider the layout of the board shown in Fig. 4.25. The input and output of the board have
footprints for SMA connectors which allow you to connect SMA cables. The input and output
microstrip transmission lines are interrupted periodically which allows you to place components
in series or in shunt in a ladder filter structure. Landing pads with vias to ground also appear
periodically to allow shunt components to be soldered to ground.

To solder components onto the board, you use standard surface mount components (SMT),
known as SMT elements. SMT components are usually classified according to their footprint size
in mils, for example 0603 means 6 mils by 3 mils. To solder these components by hand, you must
use a sharp solder needle and a microscope to do the soldering. If you have an advanced soldering
iron with temperature control, use the manufacture recommend setting.

4.4.2 Lumped Components
Up to now you have designed your filter with ideal components (inductors, capacitors, resistors),
but real circuit components are far from ideal. Due to their physical size, no real component is truly
“lumped”, so every device is marred by parasitics. Consider, for instance, a capacitor, which has an
equivalent circuit model shown in Fig. 4.26. The model has many parasitic components which only
become relevant at high frequencies. A plot of the impedance of the capacitor, shown in Fig. 4.27,
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Figure 4.26: The lumped equivalent circuit model for a real soldered capacitor.

1E7 1E8 1E91E6 1E10

0

20

40

60

80

-20

100

freq, Hz

)1niZ(
Bd

Figure 4.27: The magnitude of the impedance of a real capacitor.
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Figure 4.28: The lumped equivalent circuit model for a real soldered inductor.
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Figure 4.29: (a) Open and (b) short structures used for the automatic port extension feature of the
network analyzer.

shows that in addition to the ideal behavior, the most notable difference is the self-resonance that
occurs for any real capacitor. The self-resonance is inevitable for any capacitor of finite dimension,
since the current that flows into the plates of the capacitor stores magnetic energy, and at a high
enough frequency, this energy is equal to the electric energy stored by the capacitor, resulting in
resonance. This inductance is exacerbated by the leads of the capacitor, which can often dominate
the inductance. The inductive parasitics are lumped into a single inductor Ls in series with the
capacitor. The finite conductivity of the plates and the leads also results in some series loss, modeled
by Rs (sometimes labeled ESR, or effective series resistance). Unless a capacitor is fabricated in
a vacuum, the dielectric material that separates the plates also has loss (and resonance), which is
usually modeled by a large shunt resistance Rdie. Furthermore, when a capacitor is soldered onto
a PCB, there is parasitic capacitance from the solder pads to the ground plane, resulting in the
capacitors Cp in the equivalent model.

In a like manner, every inductor also has parasitics, as shown in the equivalent circuit model
(Fig. 4.28), which limit its operating frequency range. The series resistance Rx is due to the
winding resistance and the capacitance Cx models the distributed turn-to-turn capacitance of the
structure in a lumped element. The element self resonates at a frequency of approximately 1/

√
LCx

and has a quality factor Q = ωL/Rx. When the inductor is soldered onto the PCB, there is an
additional capacitance to ground modeled by Cp, which lowers the self-resonant frequency to
1/
√

L(Cx +Cp/2).
In addition to the component parasitics, you will find that there significant parasitics associated

with the PCB. When you solder a component in series with a lead, the placement of the component
relative to the ground plane will affect the inductance and capacitance of the component. Likewise,
when you solder a component to ground, the effect of the via path will affect the inductance. Traces
between components can be modeled as LC circuits at low frequencies if the length of the trace
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series component
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Figure 4.30: Structures used to estimate the board level parasitics. (a) An “open” structure allows a
component to be soldered in series and characterized. (b) Shunt components can be soldered to
ground to characterize components soldered in this configuration. In each case a zero ohm resistor
can be used to estimate the series/shunt inductance.

is much shorter than the wavelength ℓ≪ λ . For example, ideally a short circuit should have zero
impedance but as the measurements will show, there is a finite amount of inductance and resistance
below the self-resonant frequency. When a component is soldered to ground, there is additional
inductance and resistance associated with the via to the ground plane. It is important to realize that
the ground plane itself contributes resistance, especially at higher frequencies when the current flow
is non-uniform and flows in the proximity of the transmission lines. Furthermore, the “inductance”
of the components is strongly related to the “return current”, or the path of the current flow under
the component. If the ground path beneath the component is interrupted, forcing the current to flow
away from the component, the parasitic inductance increases considerably.

You can estimate the parasitics of a 0603 component due to the physical size of the structure by
using the “port extension” feature of the network analyzer. The reference plane for the measurement
can be moved from the SMA connectors to the point where the device is connected. To do this
you will need to measure an “open” and “short” as shown in Fig. 4.29 (include the loss) and the
network analyzer will automatically calculate the phase delay and loss associated with the input and
output transmission lines. Using this configuration, you can measure the parasitics of a component
in series or in shunt using the test boards shown in Fig. 4.30. For instance, you can measure
the two-port parameters of a zero-ohm resistor when in series or shunt with the signal path. The
shunt components should be measured separately to include the effect of the via ground. Using
the parasitics of a zero-ohm resistor allows you to modify your schematic to estimate the effect
of the component parasitics. Alternatively, you can also measure the actual performance of the
lumped components (inductors, capacitors) and model the component loss and resonance with an
appropriate equivalent circuit.



5. Transmission Lines in the Frequency Domain

5.0.1 Telegrapher’s Time Harmonic Equations
Now we are in position to derive the famous Telegrapher’s Equations. To do this, consider the
infinitesimal section of length δ z of the line at an arbitrary distance z from the input. As shown in
Fig. 5.1, the voltage at the output of the section is related to the input by

v(z+δ z) = v(z)− i(z)Z′
1δ z (5.1)

Similarly the currents are related by

i(z) = i(z+δ z)+δ zY ′
2v(z+δ z) (5.2)

These equations can be converted into differential form if we take the limit of δ z → 0

dv
dz

=−Z′
1i(z) (5.3)

di
dz

=−Y ′
2v(z) (5.4)

Z1

δz

Z1 = δzZ ′
1

Y2 = δzY ′
2

Y2

i(z) i(z + δz)

+
v(z)
−

+
v(z + δz)
−

Figure 5.1: An infinitesimal section of the distributed transmission line.
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These equations can be combined by taking the derivation of Eq. 5.3 and substituting from Eq. 5.4

d2v
dz2 =−Z′

1
di
dz

= Z′
1Y ′

2v(z) (5.5)

The same equation applies to the current. Let the constant Z′
1Y ′

2 be denoted as γ2, resulting in the
following set of boundary value differential equations

d2v
dz2 = γ

2v(z) (5.6)

d2i
dz2 = γ

2i(z) (5.7)

The general solution to the above equation is a complex exponential function

g(x) = G+e−γz +G−eγz (5.8)

the G+ term is known as the “forward” traveling wave and the G− term is known as the “reverse” or
“backward” traveling wave. This is because when the time harmonic solution is written explicitly as
a function of time and position

g(x, t) ∝ e j(ωt±γz) (5.9)

which represents a propagating sinusoidal wave function in the forward and reverse z-direction.
The propagation constant γ is in general complex

γ = α + jβ (5.10)

We can thus factor the wave propagation function into a constant amplitude wave propagation
multiplied by an envelope decay or growth

g(x, t) ∝ e±αze j(ωt±β z) (5.11)

The phase of the complex exponential θ = ωt ±β z changes as a function of time

dθ

dt
= ω ±β

dz
dt

(5.12)

To find the speed of the wave, we can follow a point on the wavefront. Such a point has constant
phase θ , we set the above derivative equal to zero

dθ

dt
= 0 (5.13)

and calculate the phase velocity vp of the wave by noting how the position z must change in order
to satisfy this condition. We find that

vp =
dz
dt

=±ω

β
(5.14)

Returning to the Telegrapher’s Equation, we may write the general solution in the following
form

v(z) =V+e−γz +V−eγz (5.15)

and

i(z) = I+e−γz + I−eγz (5.16)

An arbitrary transmission line will be denoted as shown in Fig. 5.2, an electrical representation
for an arbitrary two conductor structure. At a given frequency, the line can be characterized by two
complex numbers, the characteristic impedance Z0 and the propagation constant γ . For the lossless
line, there are only two relevant numbers, Z0 and β , for all frequencies of propagation.
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Figure 5.2: An electrical representation for a transmission line of characteristic impedance Z0 and
propagation constant γ .

5.0.2 Transmission Line Properties
The coefficients V+, V−, I+, and I− are related in a simple manner. By taking the derivative of the
above equations and substituting the original relations from Eq. 5.3 and Eq. 5.4

−V+
γe−γz +V−

γeγz =−Z′
1
(
I+e−γz + I−eγz) (5.17)

−I+γe−γz + I−γeγz =−Y ′
2
(
V+e−γz +V−eγz) (5.18)

These equations are satisfied for all values of z, and in particular for z = 0

−V+
γ +V−

γ =−Z′
1(I

++ I−) (5.19)

−I+γ + I−γ =−Y ′
2(V

++V−) (5.20)

which shows that only two of the four coefficients can possibly be independent. Let us define the
impedance Z0 =

√
Z′

1/Y
′
2 and recall that γ =

√
Z′

1Y ′
2. Then we can solve for I+ and I− in terms of

V+ and V− to arrive at the following classic equations

v(z) =V+e−γz +V−eγz (5.21)

i(z) =
V+

Z0
e−γz − V−

Z0
eγz (5.22)

In these equations the individual forward and backward waves begin to take on a life of their own.
Notice that the current waves are related to the voltage waves by the characteristic impedance of
the line Z0. The backward wave, though, has a minus sign associated with it

Z−
0 =−V−

I−
(5.23)

A common case is the lossless line with Z1 = jωL and Y2 = jωC. The characteristic impedance of
the line is thus

Z0 =

√
jωL
jωC

=

√
L
C

(5.24)
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Figure 5.3: A transmission line terminated in a load impedance ZL.

and the propagation constant is

γ = j
√

LCω (5.25)

which is purely imaginary. The propagation velocity is given by

v =±ω

β
=±

√
1

LC
(5.26)

In Sec. 5.4, we shall show that this velocity is in fact the speed of light in the medium. For a two-wire
transmission line suspended in air, this velocity is well known at approximately 3×108 m/s.

5.1 Transmission Line Termination
Up to now we have only considered an infinitely long uniform transmission in the z-direction. We
found that such a structure supports voltages and currents which we have labeled as “forward”
waves and “backward” waves (Eq. 5.21 and Eq. 5.22)

v(z) =V+e−γz +V−eγz

i(z) =
V+

Z0
e−γz − V−

Z0
eγz

We would now like to focus on a terminated transmission line as shown in Fig. 5.3. In the
figure we show a coaxial line terminated in a load impedance ZL at z = 0. Therefore, at the load the
following relation must hold

ZL =
v(0)
i(0)

(5.27)

or substituting z = 0 into the above equations

V++V−

V+−V− =
ZL

Z0
(5.28)

henceforth we shall denote normalized impedances such as zL = ZL/Z0 with lowercase letters.
Since there are two free variables V+ and V− and the constraint imposed by the load (Eq. 5.27),
these parameters are now related. The variable ρL =V−/V+ parameterizes this relationship. For
obvious reasons, we call ρL the load reflection coefficient since it represents the fraction of the
wave “reflected” from the load relative to the forward wave. Thus rewriting the previous equation
in our new notation, we have

zL =
1+ρL

1−ρL
(5.29)
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The above equation is easily inverted

ρL =
zL −1
zL +1

(5.30)

We see that when a transmission line is terminated, the voltage and current on the line take
on more specific forms due to the constraint of Eq. 5.27 which results in a definite relationship
between the “forward” and “backward” waves. Note in particular that ρL = 0 if zL = 1, or ZL = Z0.
This is the so called “matched line” load impedance that results in zero reflections. It’s importance
will be doubly highlighted when we consider transients on the transmission line. For a short circuit
termination, zL = 0 implies that ρL =−1, or in other words, the reflected backward wave has equal
magnitude and opposite phase from the forward wave. This makes sense intuitively since the short
circuit requires that v(z = 0) = 0, or the reflected wave must interfere destructively with the forward
wave.

The current reflection coefficient is very simply related to the voltage reflected coefficient

ρL,i =
I−

I+
=

−V−/Z0

V+/Z0
=−V−

V+
=−ρL,v (5.31)

Thus for an an open termination zL = ∞, zero current at the load implies that ρL,i = −1, or
equivalently ρL,v =+1. Thus the reflected voltage signal has equal magnitude and phase from an
open circuit.

5.2 Lossless Transmission Lines
The lossless transmission line is an important idealization for many everyday computations. Con-
sider the arbitrary transmission line shown in Fig. 5.3 terminated in a load impedance ZL, at some
point z =−ℓ from the load. Since γ = jβ and α = 0 for a lossless line, we may write Eq. 5.21 and
5.22 as

v(z) =V+e− jβ z +V−e jβ z (5.32)

i(z) =
V+

Z0
e− jβ z − V−

Z0
e jβ z (5.33)

Since the line is lossless, the propagation constant γ = jβ is imaginary and the characteristic
impedance Z0 is real. The constraint of the load impedance creates a reflected wave as before

ρL =
ZL −Z0

ZL +Z0
(5.34)

and in terms of ρL

v(z) =V+(e− jβ z +ρLe jβ z) (5.35)

i(z) =
V+

Z0

(
e− jβ z −ρLe jβ z

)
(5.36)

The average power flow into the transmission line at an arbitrary point on the line is calculated by

Pav =
1
2

ℜ [v(z)i(z)∗] (5.37)
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which can be written as

Pav =
1
2

ℜ

[(
e− jβ z +ρLe jβ z

)(
e jβ z −ρ

∗
Le− jβ z

)]
× |V+|2

Z0
(5.38)

and expanded

Pav = ℜ

[
1+ρLe2 jβ z −ρ

∗
Le−2 jβ z −|ρL|2

]
× |V+|2

Z0
(5.39)

notice that the middle terms in the brackets sum to a purely imaginary number 1, simplifying the
calculations to

Pav =
|V+|2
2Z0

(
1−|ρL|2

)
(5.40)

which is a constant independent of position. In particular, it’s equal to the power delivered to the
load. This of course follows from the lossless property of the line. Even though the power flow is
constant on the line, the amplitude of the voltage and current waveforms are not constant unless
ρL = 0.

5.2.1 Voltage Standing Wave Ratio (VSWR)
When the termination is matched to the line impedance ZL = Z0, ρL = 0 and thus the voltage along
the line |v(z)|= |V+| is constant. Otherwise

|v(z)|= |V+||1+ρLe2 jβ z|= |V+||1+ρLe−2 jβℓ| (5.41)

where as before, ℓ is the distance away from the load. The reflection coefficient is in general a
complex number

ρL = |ρL|e jθ (5.42)

So the magnitude of voltage along the line can be written as

|v(−ℓ)|= |V+||1+ |ρL|e j(θ−2βℓ)| (5.43)

The voltage is maximum when the 2βℓ is equal to θ +2kπ , for any integer k; in other words, the
reflection coefficient phase modulo 2π

vmax = |V+|(1+ |ρL|) (5.44)

and similarly, minimum when θ + kπ , where k is an integer k ̸= 0

vmin = |V+|(1−|ρL|) (5.45)

The ratio of the maximum voltage to minimum voltage is an important metric and commonly
known as the voltage standing wave ratio, VSWR2

V SWR =
vmax

vmin
=

1+ |ρL|
1−|ρL|

(5.46)

1Since for any complex number a, a−a∗ = 2 jℑ(a)
2Sometimes pronounced viswar.
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It’s easy to show that the current standing wave ratio is the same as the voltage case, so it’s also
common to call the ratio the standing wave ratio, or SWR. It follows that for a shorted or open
transmission line the VSWR is infinite, since |ρL|= 1.

Physically the maxima occur when the reflected wave adds in phase with the incoming wave,
and minima occur when destructive interference takes place. The distance between maxima and
minima is 180◦ in phase, or 2β∆z = π , or

∆z =
π

2β
=

λ

4
(5.47)

VSWR is an important concept because it can be deduced with a relative measurement. Absolute
measurements of impedance are difficult and impractical at microwave frequencies and a VSWR
measurement allows one to deduce the impedance of an arbitrary load terminating a transmission
line. By measuring VSWR, we can readily calculate |ρL| by Eq. 5.1. By measuring the location of
the voltage minima from an unknown load, we can solve for the load reflection coefficient phase θ

ψmin = θ −2βℓmin = π (5.48)

Thus an unknown impedance can be characterized at microwave frequencies by measuring
VSWR and ℓmin and computing the load reflection coefficient. This important measurement
technique that has been largely supplanted by a modern network analyzer with built-in digital
calibration and correction.

Example 3:
Consider a transmission line terminated in a load impedance ZL = (1+ 2 j)Z0. The
reflection coefficient at the load is given by

ρL =
zL −1
zL +1

=
1+2 j−1
1+2 j+1

=
j

1+ j
=
√

1
2 e j π

4

Since 1+ |ρL| = (
√

2+ 1)/
√

2 and 1−|ρL| = (
√

2− 1)/
√

2, the VSWR is equal to√
2+1√
2−1

. A plot of the voltage and current along a transmission line is shown in Fig. 5.4.
Notice the location of the voltage maxima occurs when the reflection coefficient

|ρL|e j π

4 e− j2βℓ is a real number, which occurs when 2βℓ= π

4 , or ℓ/λ = 1
16 .

5.2.2 Transmission Line Input Impedance
We have seen that the voltage and current along a transmission line are altered by the presence
of a load termination. At an arbitrary point z shown in Fig. 5.3, we wish to calculate the input
impedance, or the ratio of the voltage to current as a function of ZL

Zin(−ℓ) =
v(−ℓ)
i(−ℓ) (5.49)

It shall be convenient to define an analogous reflection coefficient at an arbitrary position along the
line

ρ(−ℓ) = V−e− jβℓ

V+e jβℓ = ρLe−2 jβℓ (5.50)
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Figure 5.4: The magnitude of the steady-state time harmonic current (dotted) and voltage (solid)
waveforms along a transmission line with zL = (1+2 j).

which has a constant magnitude equal to the reflection coefficient at the load but a periodic phase.
From this we may infer that the input impedance of a transmission line is also periodic since the
relation between reflection coefficient and impedance is one-to-one

Zin(−ℓ) =
v(−ℓ)
i(−ℓ) =

V+(1+ρLe−2 jβℓ)

V+(1−ρLe−2 jβℓ)
Z0 (5.51)

or eliminating the common voltage

Zin(−ℓ) = Z0
1+ρLe−2 jβℓ

1−ρLe−2 jβℓ (5.52)

The above equation is of paramount importance as it expresses the input impedance of a transmission
line as a function of position ℓ away from the termination. This equation can be transformed into
another more useful form by substituting the value of ρL

ρL =
ZL −Z0

ZL +Z0
(5.53)

and collecting terms

Zin(−ℓ) = Z0
ZL(1+ e−2 jβℓ)+Z0(1− e−2 jβℓ)

Z0(1+ e−2 jβℓ)+ZL(1− e−2 jβℓ)
(5.54)

Using the common complex expansions for sine and cosine

tan(x) =
sin(x)
cos(x)

=
(e jx − e− jx)/2 j
(e jx + e− jx)/2

(5.55)

which allows Eq. 5.54 to be replaced by the most important equation of the chapter, known
sometimes as the “transmission line equation”

Zin(−ℓ) = Z0
ZL + jZ0 tan(βℓ)
Z0 + jZL tan(βℓ)

(5.56)

Several special cases warrant individual attention.
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Figure 5.5: (a) The normalized magnitude of the current and voltage along a short-circuited
transmission line as a function of position. (b) The magnitude of the impedance of a short circuited
transmission line as a function of position.

Shorted Transmission Line

As already noted, the shorted transmission line has infinite VSWR and ρL =−1. Thus the minimum
voltage vmin = |V+|(1−|ρL|) = 0, as expected. At any given point along the transmission line

v(z) =V+(e− jβ z − e jβ z) =−2 jV+ sin(β z) (5.57)

whereas the current is given by

i(z) =
V+

Z0
(e− jβ z + e jβ z) (5.58)

or

i(z) =
2V+

Z0
cos(β z) (5.59)

and so the impedance at any point along the line takes on a simple form

Zin(−ℓ) =
v(−ℓ)
i(−ℓ) = jZ0 tan(βℓ) (5.60)

which is just a special case of the more general transmission line equation with ZL = 0. In particular
note that the impedance is purely imaginary since a short and a lossless transmission line cannot
dissipate any power. The line, though, stores reactive power in a distributed fashion. A plot of the
normalized voltage and current, and input impedance as a function of z is shown in Fig. 5.5a,b.

Since the tangent function takes on infinite values when βℓ approaches π/2 modulo 2π , the
shorted transmission line can have infinite input reactance! This is particularly surprising since the
load is in effect transformed from a short of ZL = 0 to an infinite impedance.
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Figure 5.6: The magnitude of the impedance as a function of position on the transmission line for
zL = 1, zL = 5 and zL = 1/5.

Example 4: A transmission line with Z0 = 100Ω is terminated in a load impedance of
either ZL = 500Ω or ZL = 20Ω. Can a VSWR measurement be used to determine the
load?

Observe that the VSWR can be written as

V SWR =
1+ |ρL|
1−|ρL|

=
|1+ zL|+ |1− zL|
|1+ zL|− |1− zL|

which can be simplified to

V SWR =

{ 1
zL

if zL < 1
zL if zL > 1

Thus the two cases above both result in a V SWR = 5. A plot of the normalized voltage
is shown in Fig. 5.6. It is clear that the maxima occurs first on the transmission line
with zL = 5. This is easily remembered using a Smith Chart (see section 6.2).

5.3 Lossy Transmission Lines
We can account for loss in a transmission line by working directly with Eq. 5.21 and Eq. 5.22. In
particular, all the calculation of the previous section can be redone to yield similar expressions.

5.3.1 Transmission Line Input Impedance
Taking the ratio of voltage to current on the transmission line, we have the general expression

Zin(z) =
v(z)
i(z)

= Z0
V+e− jγz +V−e jγz

V+e− jγz −V−e jγz (5.61)

Using the definition of the reflection position, ρ(z), we have

Zin(z) =
1+ρ(z)
1−ρ(z)

(5.62)
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which can be written explicitly in terms of the load impedance

Zin(−ℓ) = Z0
ZL +Z0 tanh(γℓ)
Z0 +ZL tanh(γℓ)

(5.63)

It’s easy to show that the above equation degenerates to Eq. 5.2.2 under the lossless case.

Example 5:

Calculate the input impedance of a short-circuited transmission line of length ℓ at low
frequency. Assume the line is very short, e.g. γℓ ≈ 0. From Eq. 5.3.1, substituting
ZL = 0, we have

Zin(−ℓ) = Z0 tanh(γℓ)≈ Z0γℓ

Recalling the definition of γ and Z0, we have

Zin(−ℓ)≈
√

Z′
1

Y ′
2

√
Z′

1Y ′
2ℓ= Z′

1ℓ= RT + jωLT

where RT is the resistance of the line and LT is the inductance of the line. Thus a
shorted transmission line behaves like a lumped inductor.

5.3.2 Dispersionless Line
In general, a lossy transmission line introduces distortion due to dispersion. Dispersion occurs when
the propagation speed and attenuation is frequency dependent. If a group of frequencies are excited
along the line, they travel along the line with different velocity and experience different attenuation.
Thus, if we an arbitrary waveform (say a pulse) is excited on the line, after significant propagation,
it will arrive with a completely distorted waveform since it’s different frequency components will
be time shifted and attenuated unevenly.

For a dispersionless line, the output should be a linearly scaled delayed version of the input
vout(t) = Kvin(t − τ), or in the frequency domain

Vout( jω) = KVin( jω)e− jωτ (5.64)

The transfer function has constant magnitude |H( jω)| and linear phase ∠H( jω) = −ωτ . The
propagation constant jβ should therefore be a linear function of frequency and α should be a
constant. We can find the conditions for the transmission line to be dispersionless in terms of the R,
L, C, G, expand

γ =
√
( jωL′+R′)( jωC′+G′) (5.65)

=

√
( jω)2LC(1+

R
jωL

+
G

jωC
+

RG
( jω)2LC

) (5.66)

=
√
( jω)2LC

√
□ (5.67)
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Suppose that R/L = G/C and simplify the □ term

□= 1+
2R
jωL

+
R2

( jω)2L2 (5.68)

For R/L = G/C the propagation constant simplifies

□=

(
1+

R
jωL

)2

(5.69)

γ =− jω
√

LC
(

1+
R

jωL

)
(5.70)

Breaking γ into real and imaginary components

γ = R

√
C
L
− jω

√
LC = α + jβ (5.71)

The attenuation constant α is independent of frequency. For low loss lines, α ≈ − R
Z0

. The
propagation constant β is a linear function of frequency.

Therefore, to design a dispersionless lossy line, we must strive to equalize R/L and G/C. One
way to achieve this is to periodically load the line with a lumped capacitor or inductor to force
equality. For instance, if series lumped inductors of value Lx are used, this forms an artificial
transmission line with inductance per unit length given by L′′ = L′+Lx/d, if the distance d between
elements is much smaller than the wavelength of propagation. Then the line behaves very much
like an ideal transmission line for frequencies up to a cutoff frequency.

5.3.3 Power Flow on a Lossy Line
It’s interesting to calculate the steady-state power delivered to a load termination of a transmission
line

PL =
1
2

ℜ [VLI∗L] (5.72)

Expanding the voltage and current at the load in terms of of the forward and backwards waves, we
can rewrite the above as

PL =
1
2

ℜ

[
(V++V−)(V+∗−V−∗)

1
Z∗

0

]
(5.73)

which can be rewritten in the following form

PL =
1
2
|V+|2ℜ(Y0)(1−|ρL|2) (5.74)

The first term can be interpreted to represent the incident power of the forward wave, which implies
that the second term represents the power reflected from the load. Clearly, maximum power delivery
to the load occurs when ρL = 0, or when the load is matched to the transmission line impedance Z0.

For a lossy transmission line, the power delivered into the line at a point z is non-constant and
decaying exponentially.

Pav(z) =
1
2

ℜ(v(z)i(z)∗) =
|v+|2
2|Z0|2

e−2αz
ℜ(Z0) (5.75)
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Compare the above equation to Eq. 5.2, where all the power injected into a lossless line flows to the
load. In the lossy case, more power is required due to attenuation constant α .

For instance, if α = .01m−1, then a transmission line of length ℓ = 10m will attenuate the
signal by 10log(e2αℓ) or 2 dB. At ℓ= 100m, the line attenuates the signal by 10log(e2αℓ) or 20 dB.
The attenuation constant α plays a very important role since it essentially determines the maximum
length of a transmission line before requiring signal amplification. If the signal is attenuated too
much, it will be buried in the natural noise of the system.

If the load is mismatched, then we must consider the reflected waves

Pin =
1
2

ℜ(v(−ℓ)i(−ℓ)∗) (5.76)

=
1
2
|V+|2

Z0
ℜ

[(
eγℓ+ρe−γℓ

)(
eγ∗ℓ−ρ

∗e−γ∗ℓ
)]

(5.77)

where we assumed a low loss line so that Z0 is essentially a real quantity. Expanding the expression
we have

=
1
2
|V+|2

Z0
ℜ


e2αℓ+ρe−2 jβℓ−ρ

∗e2 jβℓ
︸ ︷︷ ︸

imaginary

−|ρ|2e−2αℓ


 (5.78)

which simplifies to

Pin =
|V+|2
2Z0

ℜ

[
e2αℓ−|ρ|2e−2αℓ

]
(5.79)

At the load we have

PL = Pin(0) =
|V+|2
2Z0

ℜ
(
1−|ρ|2

)
(5.80)

and so subtracting the above from Eq. 5.79 gives the power dissipated by the transmission line

Pdiss = Pin −PL =
|V+|2
2Z0

[(
e2αℓ−1

)
+ |ρ|2

(
1− e−2αℓ

)]
(5.81)

We can interpret the first term as the power dissipated by the incoming wave and the second term as
the power dissipated by the reflected wave.

5.4 Field Theory of Transmission Lines

In more general terms, a transmission line is a structure that supports transverse electromagnetic
(TEM) wave propagation. By “transverse” we mean that the fields are always perpendicular to the
direction of propagation. For a transmission line aligned with the z-axis, the fields cannot have a
z-component. There are several important and simplifying consequences to this assumption. First,
since currents flow into and out of the conductors of a transmission line, Jz ̸= 0 but Ez ≡ 0. This
implies that the conductors must be infinitely conductive, or lossless. Furthermore, since the axial
magnetic field is zero, it follows that the E-field behaves statically in the transverse plane

∫

t-plane
E ·dℓ=− d

dt

∫

t-plane
B ·dS ≡ 0 (5.82)
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φ = constant

E ≡ 0

Figure 5.7: A single conductor cannot support TEM waves since the electrostatic solution has only
a constant potential solution.

and we can thus define a unique voltage in the transverse plane

v(z, t) =−
∫ 2

1
E ·dℓ (5.83)

Similarly, since the axial electric field is zero, the magnetic field is solely dependent on the current
∫

t-plane
H ·dℓ=− d

dt

∫

t-plane
E ·dS+µI (5.84)

Since the displacement current is identically zero, we define a unique current
∫

t-plane
H ·dℓ= µI (5.85)

and the magnetic field also behaves statically.
In summary, for TEM propagation, the fields have zero axial component, Ez ≡ Hz ≡ 0, and

the transverse components of the fields behave like static fields. Thus, for a uniform structure
the laws of electromagnetics reduce to statics regardless of the frequency of excitation! While
only lossless conductors can truly support TEM waves, in practice, low-loss conductors are often
employed and behave essentially like TEM guides. Finally, it can be proved that TEM waves can
only be supported by two or more conductors. Any single conductor cannot support TEM waves
because a single ideal conductor cannot support a static field solution. For instance, consider the
structures shown in Fig. 5.7. The solution to Poisson’s equation, for example, is found by noting
that the constant potential is a permissible solution, e.g. E ≡ 0 everywhere including on the surface
of the conductor. But since the solution to Poisson’s equation is unique, this is the only solution.
Thus more than one conductor is required for TEM modes. While such a conductor cannot support
TEM waves, it can support transverse electric (TE) or transverse magnetic (TM) waves, or any
combination thereof.

It’s important to observe that an ideal transmission line has a constant characteristic impedance
Z0 versus frequency. Since the fields are the solution of the static fields in the transverse plane, there
is no frequency dependence in the fields and thus no variation in the inductance and capacitance.
This can be seen in another way. Since all conductors are perfectly conducting, no fields can
penetrate the conductors and therefore only external inductance contributes to magnetic energy
storage in the line. Thus the inductance is constant as a function of frequency. In practice, of course,
all transmission lines have loss. We have already modeled the loss in our distributed circuits with
an equivalent series and shunt resistor in the ladder network. So in practice, the transmission line
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“ground”

distributed coupling 

Figure 5.8: Consider a coaxial cable connected to the “ground", which may be the ground plane
of the PCB or a metal frame or chassis. Even though the currents are routed to the shield at the
load, and we would expect all the currents to flow inside the coax, due to distributed coupling to
the ground, some current may return via this undesired path, introducing a new propagation mode.

Figure 5.9: A stripline is used to route a differential signal, but due to the proximity of the
ground plane, currents can also easily return through the ground plane, or stripline modes for each
conductor.

properties do depend on frequency. While it is possible to account for the loss in our field equations,
it’s much better to treat the loss as a perturbation to an ideal line rather than manipulate the full
blown Maxwell’s equations from the outset.

5.5 Multimode Propagation

Up to now, we have assumed that the signal travels along two conductors, one “signal" conductor
and one “ground" conductor. As shown in Fig. 5.8, even if we “ground" the second conductor,
there’s no reason that it has to stay “grounded". In fact, like it or not, there’s always a third
conductor at play. For example, when two wires are routed on a PCB, the ground plane can act as a
potential signal return path (so can earth ground). So we really have to consider the possibility of
exciting this “common mode" transmission line.

Stripline Example

In Fig. 5.9 we have two conductors that form a stripline (differential line) but they reside above a
ground plane. So each one individually couples to the ground plane and forms another transmission
line. In general, we must model this secondary transmission line to account properly for the actual
signal propagation.
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C

L

M

Cg

Cg

L

Figure 5.10: A sectional distributed model of two coupled lines. Coupling occurs through mutual
capacitance C and mutual inductance M.

v1 = + vo/ 2

v2 = − vo/ 2

i 1 = + io

i 2 = − io

i 3 = 0
v3 = 0

“ground”

Figure 5.11: We can model our stripline using a multi-line model shown. Here we track volt-
ages/currents on each line. Odd mode corresponds to v1 =−v2.

5.5.1 Distributed Multi-Line Model
In the sectional model shown in Fig. ??, we show a distributed inductance and capacitance to the
ground as before, but also mutual inductance and capacitance. Note that the return current flowing
on the ground plane also contributes to the inductance (mutually coupled to all other conductors)
but we can effectively lump the entire loop of signal plus ground into one inductance as shown.
This is the same thing we did for the two conductor model.

Odd Mode Excitement
If we assume that v1 =−v2, we say we are exciting the odd mode. In this mode, no signal current
flows into the ground plane as i1 =−i2, see Fig. 5.11. This mode can be excited in a symmetric
structure with a differential circuit. Note that if we ground v2 at the source, we are not exciting only
the odd mode. This is an important and subtle point you should think about!

The propagation constant is given by

Zo =

√
L−M

C+
Cg
2

(5.86)

The minus sign for M is due to the fact that the currents in line 1 and 2 are in opposite phase. The
lines couple through mutual capacitance and through the ground plane Cg.
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“ground”

v1 = ve

v2 = ve

i 1 = + i e/ 2

i 2 = + i e/ 2

i 3 = − i e
v3 = 0

Figure 5.12: We model our stripline using a multi-line model shown. Even mode corresponds to
v1 = v2.

v1

v2
vsig

Figure 5.13: A grounded voltage source drives a line that supports both even and odd modes.

Even Mode Excitement
If we assume that v1 = v2, we say we are exciting the even mode, shown in Fig. 5.12. In this mode,
there is necessarily a signal current flowing into the ground plane. This mode can be excited by
shorting the two signal conductors together and observing the current flow.

The propagation constant is given by

Ze =

√
L+M
2Cg

(5.87)

The plus sign with M corresponds with the currents in the two conductors flowing in the same
direction, whereas the mutual capacitance C is essentially open-circuited since v1 = v2 and no
current flows through it.

5.5.2 General Modal Excitement
In general, we can excite both the even and odd modes. In the example shown in Fig. ??, if we
ground one side of the T-line and drive it as shown in a single-ended fashion, we are exciting both
modes

v1 = vsig = ve + vo (5.88)

v2 = 0 = ve − vo (5.89)
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RL = Zo

CL ≈ 0F

Rs = Zo

� =
λ

4

Figure 5.14: Over a narrow range in frequencies, a λ/4 line, or a quarter wave line, acts like a
balun, converting a single-ended voltage drive into a balanced drive.

Note that both even and odd mode is excited in this case. The difference in voltage between the
lines is the odd mode

2vo = v1 − v2 (5.90)

vo = (v1 − v2)/2 = vsig/2 (5.91)

While the average voltage on the lines is the even mode

v1 + v2 = 2ve (5.92)

ve = (v1 + v2)/2 = vsig/2 (5.93)

Since the above excites both the even and odd modes, we have to take them into account

v1(z) = vo(e jkoz +ρL,oe− jkoz)+ ve(e jkez +ρL,ee− jkez) (5.94)

v2(z) =−vo(e jkoz +ρL,oe− jkoz)+ ve(e jkez +ρL,ee− jkez) (5.95)

Where the current boundary conditions are captured by the load reflection coefficients ρe,o, which
are not equal.

5.5.3 Example: Quarter Wave Balun
A transmission line that is λ/4 can be used as a balun, as shown in Fig. 5.14. To see this, let’s
solve both the even and odd modes for the case that the line is terminated. For the odd mode, the
boundary condition is clearly determined by the load

ρo = ρL =
ZL −Zo

ZL +Zo
≈ 0 (5.96)

Whereas for the even mode, let’s say it’s approximately an open circuit

ρe =
Zopen −Ze

Zopen +Ze
≈ 1 (5.97)
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Substituting in the above equations

v1(z) = voe jkoz + ve(e jkez + e− jkez) (5.98)

v2(z) =−voe jkoz + ve(e jkez + e− jkez) (5.99)

Notice that the second terms precisely cancel out at the load since

e jπ/2 =+ j (5.100)

and

e− jπ/2 =− j (5.101)

This implies that the signal at the load side is a pure odd mode, or balanced signal. To achieve this,
we desire a high common mode impedance to satisfy ρe ≈ 1.

5.6 T-Line Structures

5.6.1 The Coaxial Line
The coaxial line shown in Fig. 2.7a is perhaps the most commonly encountered transmission line.
In many residential areas, cable TV and Internet data services are delivered to homes via 75Ω

transmission lines. Due to circular symmetry, the inductance and capacitance per unit length are
readily calculated. An important observation comes from Eq. 5.26, which shows that the inductance
and capacitance are in fact related. Thus, only one needs to be calculated and the other is easily
inferred.

In Fig. 2.7a, the coaxial transmission line is shown with an inner conductor of radius a and
outer conductor of radius b. One can easily calculate the inductance and capacitance per unit length
for such a line

C′ =
2πε

ln(b/a)
(5.102)

since the propagation velocity of a TEM line is constant vp = 1/
√

εµ = 1/
√

L′C′

L′ =
εµ

C′ =
µ

2π
ln
(

b
a

)
(5.103)

Keep in mind that this is the external inductance per unit length. Only a perfect conductor will
carry all of its current on the outer skin. In the limit of very high frequency, though, or when the
radius of the conductor is much larger than the skin depth, a ≫ δ , the above formula applies. The
conductance per unit length due to a lossy dielectric is easily derived since C′/G′ = ε/σ . The
series resistance per unit length, though, is more difficult to calculate.

To minimize the loss of a coaxial transmission line, we should minimize the conductive and
resistive losses. The conductive losses can be minimized by using a material with the lowest
possible dielectric loss. Air is a pretty good insulator with virtually zero loss, vacuum is even better.
But in practice a solid dielectric is preferred since it provides mechanical support.

Coaxial lines have several advantages. Since the outer conductor completely surrounds the
inner conductor, no fields are to be found outside the structure that originate from charge and
currents inside. This follows by application of Gauss’ theorem and Ampere’s law. From Gauss’
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d

a

Figure 5.15: A balanced two-wire transmission line.

theorem, consider the volume of a cylinder completely surrounding the coaxial line. The surface
integral of the electric field is proportional to the charge inside the volume

∫

cylinder
E ·dS = εQinside (5.104)

The outer conductor is grounded and thus charges flow onto the inner surface of the outer
conductor and effectively shield the conductor. For a properly grounded coaxial transmission line,
the ground charge on the outer conductor is equal and opposite to the charge on the inner conductor.
Therefore the surface integral is identically zero. But by symmetry the field is everywhere radial
and of equal magnitude on the surface of the cylinder

∫

cylinder
E ·dS = 2πRErℓ (5.105)

where ℓ is the length of the cylinder. Thus the field is identically zero, Er ≡ 0, everywhere outside
of the coaxial transmission line. A similar argument can be made for the magnetic field implying
that Ht ≡ 0 everywhere outside of the conductors.

5.6.2 Balanced Two-Wire Line
Consider the two wire transmission line shown in Fig. 5.15. The wires are separated by a distance
d and each conductor has a radius of a. Each conductor carries an equal but opposite current. To
find the magnetic field at a given point in space, notice that Ampère’s Law does not help much
since the second conductor ruins the symmetry of the problem. But an approximate formula for the
inductance per unit length is easy to derive if we assume that d ≫ a. In that case the currents in the
wires do not interact and the total field is simply the sum of the magnetic field of each wire

B(r) =
µI

2πr1
+

µI
2πr1

(5.106)

where r1 and r2 is the distance to the center of each conductor. Let’s integrate the magnetic field
along the plane containing the conductors to obtain the magnetic flux per unit length

ψ
′ =

∫ a+d

a

µI
2π

(
1
x
+

1
d +2a− x

)
dx (5.107)

=
µI
π

ln
d +a

a
(5.108)
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Figure 5.16: The contours of constant magnetic field for two filaments carrying opposite currents.

So that the inductance per unit length is simply

L′ ≈ µ

π
ln

d +a
a

(5.109)

An exact derivation will take some more work but the solution is considerably simplified if we
simply consider the contours of constant magnetic field for two filamental currents with opposite
polarity, as shown in Fig. 5.16. Notice that the contours are circles, allowing us to conveniently slip
in two conductors with finite radius without changing the field distribution! Note that the filaments
are not at the centers of the conductors. If you like to do algebra, then you can show that this is
exactly true by plotting the contours by noting that on any given contour, the ratio of the distances
to one filaments must be fixed, or r2/r1 = k

In the exact derivation, we find that

L′ =
µ

π
cosh−1 d

2a
(5.110)

which agrees with our previous derivation for d ≫ a.
The two wire transmission line is used as a low cost feedline for differential antennas. For

instance, a UHF loop antenna of 300Ω is common, and a two-wire transmission line can be used
to feed the structure. Note that most television sets use 75Ω transmission lines, so an impedance
matching circuit is needed (otherwise you’d see a ghost on the TV screen). But since the matching
network must work for all UHF channels, a narrowband matching network will not work. A
broadband matching network using transmission line transformers will be discussed later.

5.6.3 Planar Differential Transmission Line
Since differential circuits are commonly used on-chip, a two-wire rectangular transmission line
is very commonly used. This structure is also known as a coplanar stripline (CPS). As shown
in Fig. 5.17, a differential pair can excite equal and opposite currents on a differential two-wire
transmission line. In reality a pseudo-TEM wave propagates since the dielectric constant of the Si
substrate differs from the oxide SiO2, and thus any fields leaking into the substrate will travel at a
slower velocity than the oxide. Such a structure cannot support a TEM wave, but the actual waves
are a good approximation to TEM waves if the spacing between the conductors is not too large.



106 Chapter 5. Transmission Lines in the Frequency Domain

Silicon Substrate

Oxide (SiO2) Differential Transmission Line

Figure 5.17: A balanced two-conductor transmission line implemented in an IC process.

Figure 5.18: A balanced slow-wave two-conductor transmission line.
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Figure 5.19: A three conductor stripline structure. The top and bottom conductors are both grounded

One way to avoid leakage into the substrate is to place a solid shield under the conductors. This
lowers the characteristic impedance of the line since the inductance per unit length decreases while
the capacitance per unit length increases. The wave velocity is practically unchanged, though, since
the product LC is constant. We can lower the wave velocity with the slow wave structure shown
in Fig. 5.18. Here, conductive strips are placed beneath the two wires to increase the capacitance
per unit length without altering the inductance per unit length. The inductance is not lowered
since current cannot flow perpendicular to the strips, and thus the transmission line current flow is
confined to the differential conductors. Since L is unchanged while C increases, the product LC is
increased corresponding to a lower phase velocity. Does this contradict our earlier claim that LC is
a constant? No, because this structure is not a uniform transmission line. In fact, you can view this
structure as an artificial dielectric with ε ′ > ε due to the metal strips.

Even and Odd Modes
One important issue to be aware of is that the CPS structure can propagate waves in two modes,
a “odd” mode, which is the desired differential mode, whereby the conductors are excited in a
balanced out of phase fashion, and an “even" mode, also known as “common-mode” in circuits
parlance (see Fig. ??). In even mode both conductors are excited in phase and the return current
flows from the ground (either the PCB ground or silicon substrate).

Since the odd mode is the desired mode, we should exercise caution to minimize exciting
the even mode. Any imbalance in the driver or load can excite a common mode signal, which
then launches an even mode wave. The propagation velocity and attenuation of the even mode
is different, though, since the fields couple to the ground plane, which is partially conductive for
silicon. By using two closely space lines, with a spacing smaller than the distance to the substrate,
we can raise the even mode impedance. By carefully controlling the grounding of signals to the
substrate, we also create a high impedance path so that most of the current favorably flows into the
odd mode.

5.6.4 Planar Stripline and Microstrip Line
The stripline, shown in Fig. 5.19, is a planar version of the coaxial line, with a ground plane above
and below the rectangular conductor. Such a structure can be constructed on a PCB or even on-chip.
In practice the grounds are not infinite in extent, but wide enough to absorb all the fringing fields.
The microstrip is a simpler structure, shown in Fig. 5.20, as one ground plane is eliminated. Since
the fields fringe into the air on the top side, though, pure TEM waves cannot be supported. In
practice most of the fields remain in the dielectric since ε > ε0 and a TEM approximation is a good
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W

Figure 5.20: A microstrip transmission line.

S

Figure 5.21: A coplanar transmission line.

one.
One advantage of a stripline over a microstrip is the loss per unit length. In a microstrip the

ground current flows over two conductors, thus halving the return current losses. More importantly,
the conductor current flows on the top and bottom faces, thus reducing the resistance per unit length.
For the microstrip, the current flows primarily on the bottom face of the conductor.

5.6.5 Coplanar Lines
Microstrip lines have some disadvantages when implemented on-chip. Since the return current
flows on the bottom metal, the spacing between the conductor and ground is fixed. Thus, the only
way to control the line impedance is to change the conductor width W . For a high impedance line,
we require small W to minimize C and maximize L. But this introduces more loss into the line. A
coplanar line, shown in Fig. 5.21, uses ground return currents on the same metal layer. The line
impedance is now a strong function of the spacing S. A high impedance line can be realized by
increasing S. But a coplanar line is less compact since the ground return must be sufficiently wide
(say 3-4 times the skin depth).

A grounded co-planar waveguide (GCPW) structure is shown in Fig. 5.22. At first glance,
the GCPW may seem to have superior characteristics over a normal coplanar line since it does
not consume any extra area while the extra ground shields the transmission line from the lossy Si
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Figure 5.22: A grounded co-planar waveguide (GCPW) structure implemented on in a typical IC
process utilizes an array of vias to connect the coplanar ground with the lower ground plane layer.

substrate. To make the comparison more fair, though, we should first note that the ground shield
can lower the characteristic impedance, especially if the spacing between the signal and ground
plane is smaller than the gap spacing. For instance, as a resonator the GCPW has a lower α and
consequently a higher quality factor. At resonance, a shorted quarter wave line appears as a resistor
of value Req = Z0/αℓ. For low power operation, we would like to maximize this resistance and so
the ratio Z0/α is important. In practice one can optimize the GCPW dimensions to realize a higher
overall quality factor and a higher equivalent resistance.

The other important consideration is that we should carefully distinguish between the line loss
per unit length, α , and the loss that actually matters for a particular application. For example, in
many situations, we employ transmission in matching networks as open or short stubs of length
ℓ < λ/4. In such a situation, imagine using the transmission line as an equivalent inductor. Then
we really care about the series resistance of the structure. Will a grounded co-planar have lower
resistance? Certainly this is true at low frequency as adding resistors in parallel should lower the
overall resistance. What about high frequency?

Consider a typical CMOS process with a thin metal 1 of thickness 0.2 µ and a thicker top metal
of thickness 1 µ situated about 6 µ above from the substrate. Let’s compare a short 100 µ CPW line
with gap spacing of 10 µ to a GCPW line, with the extra ground plane realized on the first metal
layer. Since current always flows along the path of least impedance, at low frequency we would
expect the ground current to flow on both the top and bottom layer, resulting in a lower overall
resistance. But at high frequency, we note that the ground plane path has lower inductance since
the spacing between the top and bottom layer is only about 5 µ , as opposed to the gap spacing of
10 µ . In fact, at high frequencies ωL′ ≫ R′ and so the current flow path is determined by inductive
considerations, even if the ground plane path is more lossy. This is certainly conceivable in the case
at hand since the ground plane is thinner and has higher sheet resistance. A full-wave simulation
confirms the above analysis and the results are summarized in Fig. 5.23. As evident from the figure,
at lower frequencies the GCPW has substantially lower normalized resistance R/Z0 , but at even
moderately high frequencies, the situation reverses and the CPW line has much lower normalized
resistance. At 20GHz, for instance, the GCPW line has nearly twice the resistance.
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Figure 5.23: A comparison of the resistance of a coplanar waveguide (CPW) structure and a
grounded coplanar waveguide (GCPW) structure.

5.7 Transmission Line Circuits
Thus far we have explored the properties of a generic transmission line. We shall now exploit
the transmission line as a circuit element, realizing any desired reactance, using it for impedance
matching, or as a resonator. The Smith Chart will be introduced as a powerful graphical aid in the
design of transmission line circuits. The Smith Chart, a graphical representation of the complex
bilinear transform, is also an excellent visualization tool that can give one intuition and insight into
transmission line behavior.

5.7.1 Open and Short Transmission Lines
Open Transmission Line
The open line is the dual of the shorted line analyzed in the last chapter. The open transmission line
has infinite VSWR and ρL = 1. At any given point along the transmission line

v(z) =V+(e− jβ z + e jβ z) = 2V+ cos(β z) (5.111)

whereas the current is given by

i(z) =
V+

Z0
(e− jβ z − e jβ z) (5.112)

or

i(z) =
−2 jV+

Z0
sin(β z) (5.113)

The impedance at any point along the line takes on a simple form

Zin(−ℓ) =
v(−ℓ)
i(−ℓ) =− jZ0 cot(βℓ) (5.114)

This is a special case of the more general transmission line equation with ZL = ∞Ω. Note that the
impedance is purely imaginary since an open lossless transmission line cannot dissipate any power.
We have learned, though, that the line stores reactive energy in a distributed fashion.
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Figure 5.24: (a) The input impedance of an open transmission line as a function of the line length.
(b) The voltage and current waveforms on an open line as a function of position.

A plot of the input impedance as a function of z is shown in Fig. 5.24a. As evident from the
plot of the current and voltage, shown in Fig. 5.24b, the current must be zero at the end of the line
due to the open boundary condition, but it reaches a maximum value at every odd multiple of λ/4.

The cotangent function takes on zero values when βℓ approaches π/2 modulo 2π . Open
transmission line can have zero input impedance! This is particularly surprising since the open load
is in effect transformed from an open. A plot of the voltage/current as a function of z is shown
below

Notice that if ℓ≪ λ/4, the open line behaves like a lumped capacitor. This is true for any
open line at very low frequencies. But even as the frequency increases, and the line approaches a
quarter wavelength, ℓ < λ/4, the open line appears as a distributed capacitive reactance. At exactly
a quarter wavelength, though, ℓ= λ/4, the line becomes a short circuit. At wavelengths slightly
displaced from quarter wavelength, we shall see that the line behaves like a series resonant LC
circuit. For ℓ > λ/4 but ℓ < λ/2, the line has an inductive reactance. And since the impedance is
periodic in λ/2, the process repeats. This is illustrated in Fig. 5.25.

Shorted Transmission Line
Last chapter we showed that the behavior of the shorted transmission line varies with length, in a
completely dual fashion to the open line. If ℓ≪ λ/4, then the line behaves as a lumped inductor. As
long as ℓ < λ/4, the reactance is purely inductive. At a quarter wavelength, ℓ= λ/4, the line looks
like an open circuit. We shall see that in fact it acts like a resonant parallel LC circuit about small
deviations from this point. Beyond quarter wavelength, ℓ > λ/4 but ℓ < λ/2, the line becomes
capacitive. As before, the process repeats periodically with period λ/2. This is summarized in
Fig. 5.26.

5.7.2 Half-Wave Line
As we have seen, the impedance on a transmission line is periodic about λ/2. Thus, a section of
transmission line of length λ/2 has an interesting property. Plug into the general T-line equation
for any multiple of λ/2

Zin(−mλ/2) = Z0
ZL + jZ0 tan(−βλ/2)
Z0 + jZL tan(−βλ/2)

(5.115)
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Figure 5.25: The reactance of an open transmission line alternates between capacitive and inductive
behavior.
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Figure 5.26: The reactance of a shorted transmission line alternates between inductive and capacitive
behavior.
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Figure 5.27: The quarter wave transmission line can transform the load resistance to the source
resistance by choosing Z0 =

√
RLRS.

Since βλm/2 = 2π

λ

λm
2 = πm, then tanmπ = 0 if m ∈Z . Or Zin(−λm/2) = Z0

ZL
Z0

= ZL. Therefore,
as expected, the load impedance does not change as a result of the transmission line. It’s as if there
were no transmission line connecting the load to the source.

5.7.3 Quarter-Wave Line
Unlike a half-wave line, the quarter-wave line has the most dramatic impact on the load. Starting
from the general T-line equation, we see that βλm/4 = 2π

λ

λm
4 = π

2 m, and tanm π

2 = ∞ if m is an
odd integer. We finally have that

Zin(−λm/4) =
Z2

0
ZL

(5.116)

The λ/4 line transforms or “inverts” the impedance of the load. This is precisely the observed
behavior of the open and short lines. For instance, the shorted line acts like an open when we
drive it from a transmission line of length λ/4, since the zero voltage at the load is transformed to
a maximum value at the source. Likewise, the finite current at the load is transformed into zero
current at the source.

The property of the λ/4 line can be exploited to perform impedance matching. As shown in
Fig. 5.27, a load resistor RL is matched to the source resistance RS by a judicious choice of the line
characteristic impedance. In this case, therefore, we equate this to the desired source impedance
Zin =

Z2
0

RL
= Rs. The quarter-wave line should therefore have a characteristic impedance that is the

geometric mean Z0 =
√

RsRL. This only works if the source and load are real resistors.
Since Z0 ̸= RL, the line has a non-zero reflection coefficient

SWR =
RL −

√
RLRs

RL +
√

RLRs
(5.117)

It also therefore has standing waves on the T-line. The non-unity SWR is given by 1+|ρL|
1−|ρL| .

There is a simple explanation for how the λ/4 line does its magic. Consider a generic lossless
transformer (RL > Rs). Thus to make the load look smaller to match to the source, the voltage of
the source should be increased in magnitude. But since the transformer is lossless, the current will
likewise decrease in magnitude by the same factor. With the λ/4 transformer, the location of the
voltage minimum to maximum is λ/4 from load (since the load is real). The voltage/current is thus
increased/decreased by a factor of 1+ |ρL| at the load. Hence the impedance decreased by a factor
of (1+ |ρL|)2

We can evaluate the insertion loss IL of a lossy quarter wave transformer by noting that the
power injected into a low-loss transmission line is given by Eq. 5.79

Pin =
|V+|2
2Z0

(e2αℓ−|ρ(λ/4)|2e−2αℓ) (5.118)
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where

|ρ(λ/4)|= |ρL|e−2αλ/4 (5.119)

The power delivered to the load is simply given by

PL =
|V+|2
2Z0

(1−|ρL|2) (5.120)

So the insertion loss is given by

IL =
PL

Pin
=

1−|ρL|2
e2αλ/4 −|ρ(λ/4)|e−2αλ/4 (5.121)

The above expression can be simplified. Let the matching ratio be defined as the ratio of the higher
to lower resistance

m =
Rhi

Rlo
≥ 1 (5.122)

For instance, if RS > RL, then m = RS/RL. Then we can write IL as

IL =
1

cosh(2αλ/4)+ 1+m
2
√

m sinh(2αλ/4)
(5.123)

In terms of the transmission line Q = β

2α

2αλ/4 =
αλ

2
=

β

2Q
λ2 =

π

2Q
(5.124)

and thus we can parameterize the insertion loss in terms of the unitless parameters Q and m

IL(Q,m) =
1

cosh( π

2Q)+
1+m
2
√

m sinh( π

2Q)
(5.125)

For a low loss line 2αℓ≪ 1 and the above reduces to

ILll(Q,m) = 1− (1+m)π

4
√

mQ
(5.126)

A plot of the insertion loss as a function of the matching ratio is shown in Fig. 5.28. Similar to
the lumped matching networks, the loss is a function of the matching ratio m, quickly dropping for
high ratios.

As already noted, since the reflection coefficient is zero only at a single frequency when the
structure is electrically exactly λ/4 long, the quarter wave transmission line is a narrowband
matching network. A plot of the reflection coefficient ρ versus frequency is shown in Fig. 5.29.
Note that the higher the matching ratio m, the smaller the bandwidth. In practice, we can usually
tolerate a reflection coefficient no larger than a certain amount, ρ < ρm. For instance, we may
tolerate a reflection as large as −10dB. Thus we can calculate the effective bandwidth of the match.
For large matching ratio m, the bandwidth can be extended by employing a cascade of quarter wave
sections [Collin2].
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Figure 5.28: The insertion loss of a quarter wave matching network as a function of the matching
ratio m and the transmission line quality factor Q.
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5.7.4 Transmission Line Resonance
We would like to now demonstrate that transmission lines acts like resonant circuits around
frequencies where the reactance changes sign. Intuitively it seems like a shorted transmission acts
like a parallel LC resonant circuit about odd multiples of λ/4 and like a series LC resonant circuit
about even multiple s of λ/4.

The impedance of a series resonator near resonance Z(ω) = jωL+ 1
jωC +R can be written in

terms of the Q factor, Q = ω0L/R.
For a small frequency shift from resonance δω ≪ ω0

Z(ω0 +δω) = jω0L+ jδωL+
1

jω0C

(
1

1+ δω

ω0

)
+R (5.127)

which can be simplified using the fact that ω0L = 1
ω0C

Z(ω0 +δω) = j2δωL+R (5.128)

Using the definition of Q

Z(ω0 +δω) = R
(

1+ j2Q
δω

ω0

)
(5.129)

For a parallel line, the same formula applies to the admittance

Y (ω0 +δω) = G
(

1+ j2Q
δω

ω0

)
(5.130)

where Q = ω0C/G.

Shorted Half-Wave Line Resonance
A shorted transmission line of length ℓ has input impedance of Zin = Z0 tanh(γℓ). For a low-loss
line, Z0 is almost real. Expanding the tanh term into real and imaginary parts

tanh(αℓ+ jβℓ) =
sinh(2αℓ)

cos(2βℓ)+ cosh(2αℓ)
+

j sin(2βℓ)

cos(2βℓ)+ cosh(2αℓ)
(5.131)

Since λ0 f0 = c and ℓ = λ0/2 (near the resonant frequency), we have βℓ = 2πℓ/λ = 2πℓ f/c =
π +2πδ f ℓ/c = π +πδω/ω0. If the lines are low loss, then αℓ≪ 1.

Simplifying the above relation we come to

Zin = Z0

(
αℓ+ j

πδω

ω0

)
(5.132)

The above form for the input impedance of the series resonant T-line has the same form as that of
the series LRC circuit. We can define equivalent elements

Req = Z0αℓ= Z0αλ/2 (5.133)

Leq =
πZ0

2ω0
(5.134)

Ceq =
2

Z0πω0
(5.135)

The equivalent Q factor is given by

Q =
1

ω0ReqCeq
=

π

αλ0
=

β0

2α
(5.136)

For a low-loss line, this Q factor can be made very large. A good T-line might have a Q of 1000 or
10,000 or more. It’s difficult to build a lumped circuit resonator with such a high Q factor
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Shorted Quarter-Wave Line Resonance
The shorted quarter-wave line will likewise behave like a parallel resonant circuit. For a short-
circuited λ/4 line

Zin = Z0 tanh(α + jβ )ℓ= Z0
tanhαℓ+ j tanβℓ

1+ j tanβℓ tanhαℓ
(5.137)

Multiply numerator and denominator by − j cotβℓ

Zin = Z0
1− j tanhαℓcotβℓ

tanhαℓ− j cotβℓ
(5.138)

For ℓ= λ/4 at ω = ω0 and ω = ω0 +δω

βℓ=
ω0ℓ

v
+

δωℓ

v
=

π

2
+

πδω

2ω0
(5.139)

So cotβℓ=−tan πδω

2ω0
≈ −πδω

2ω0
and tanhαℓ≈ αℓ, which leads to

Zin = Z0
1+ jαℓπδω/2ω0

αℓ+ jπδω/2ω0
≈ Z0

αℓ+ jπδω/2ω0
(5.140)

This has the same form for a parallel resonant RLC circuit

Zin =
1

1/R+2 jδωC
(5.141)

The equivalent circuit elements are

Req =
Z0

αℓ
(5.142)

Ceq =
π

4ω0Z0
(5.143)

Leq =
1

ω2
0Ceq

(5.144)

The quality factor is thus

Q = ω0RC =
π

4αℓ
=

β

2α
(5.145)

The same as before.

Feynman’s Can
In Richard Feynman’s class lecture series, he provokes a thought experiment that transforms a
simple LC tank into a cylindrical resonator. The idea is as follows. Let’s say we want to design
a high frequency resonator with an inductor and a capacitor. Let’s start with a simple coil and
capacitor, shown in Fig. 5.30a. How do we increase the resonant frequency? Simply decrease C
and L as much as possible. We can make a small capacitor from two parallel plates by moving
the plates far apart. Likewise, we can create a low inductance in shunt with the plates by simply
connecting a straight wire from the top plate to the bottom plate. This arrangement is shown in
Fig. 5.30b. There is a tradeoff between the distance between the plates and the inductance, since
moving the plates further apart will decrease C but increase L. But we can decrease L by putting
multiple inductors in parallel, as shown in Fig. 5.30c. The best we can do, though, is to fill the
entire surface between the top and bottom plate with wires, forming a cylinder. Thus we see that a
“can” is a high frequency resonator!
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(a) (b) (c)

Figure 5.30: (a) A lumped LC resonator is formed by a parallel plate capacitor and a coil inductor.
(b) A higher frequency lumped LC resonator employing a single short wire as L. (c) Employing
more short wires in parallel further reduces the overall inductance.

Z0 C Z0

(a) (b)

Figure 5.31: (a) A lumped/distributed resonant circuit. The capacitor is in resonance with the
transmission line. (b) A common example is the use of a shorted transmission line stub to resonate
the input capacitance of a transistor.



5.7 Transmission Line Circuits 119

Lumped/Distributed Resonant Networks
Often transmission lines are used as resonant elements along with lumped elements. A good
example, shown in Fig. 5.31, is a short section of transmission line resonating with the input
capacitance of a transistor. For simplicity assume that the lumped input capacitance is lossless.
What’s the the Q factor of the resulting resonant circuit?

It’s important to note that Q ̸= 1
2 β/α since this only applies to the transmission line in resonance,

when the magnetic and electric energy are equal on the transmission line. In our case, we would
like to use the transmission line as an inductor, so we will be concerned with the net magnetic
energy on the line. The Q factor is therefore given by

Q = 2ω0
net energy stored
avg. power loss

=
2ω0(Wm −We)

PR +PG
(5.146)

where Wm and We are the average magnetic and electric energy stored, and PR represent the “series”
resistive losses and PG the “shunt” conductive losses. Defining the series inductive and shunt
capacitive Q we have [Doan]

QL = 2ω0
Wm

PR
(5.147)

QC = 2ω0
We

PG
(5.148)

we can express the overall Q as

1
Q

=
1

ηLQL
+

1
ηCQC

(5.149)

where

ηL = 1− We

Wm
(5.150)

and

ηC =
Wm

We
−1 (5.151)

For a shorted transmission line, under the assumption of low loss, one can show that

Wm ≈ 1
2

LV+2
ℓ

Z2
0

(
1+ sinc

(
4πℓ

λ

))
(5.152)

and

We ≈
1
2

CV+2
ℓ

(
1− sinc

(
4πℓ

λ

))
(5.153)

Thus we have
1

ηL
=

1
2sinc(4πℓ

λ
)
+

1
2

(5.154)

and
1

ηC
=

1
2sinc(4πℓ

λ
)
− 1

2
(5.155)

For a shorted line, say ℓ≪ λ , then ηC ≫ ηL. For instance, if ℓ < 0.1λ , then ηC > 7ηL. The net Q
of such a resonant circuit is therefore Q ≈ ηLQL.
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5.8 References
I have taught this material as part of an undergraduate electromagnetics course and as part of a
graduate microwave circuits book, and much of the material is adapted from my lecture notes.
In preparing my notes, I have relied on several sources, including Collin’s great books [Collin]
[Collin2], Pozar’s Microwave Engineering book [Pozar], and undergraduate electromagnetics
books such by Cheng [Cheng] and by Inan and Inan [Inan].



6. Impedance Matching Circuits

6.1 Introduction
In the words of one experienced designer, “RF design is all about impedance matching.” In this
chapter we’d like to show how inductors and capacitors are handy elements at impedance matching.
At higher frequencies, we may use transmission lines either as substitutes for lumped components
or to modify the impedance of the load by rotating around an “SWR circle”, a term which we will
explain in this chapter.

When viewed as a black-box shown in Fig. 6.1, an impedance matcher changes a given load
resistance RL to a source resistance RS. Without loss of generality, assume RS > RL, and a power
match factor of m = RS/RL is desired. In fact any matching network that boosts the resistance by
some factor can be flipped over to do the opposite matching.

Since RL = vo/io and RS = vi/ii, we can see that this transformation can be achieved by a
voltage gain, vi = kvo. Assuming the black box is realized with passive elements without memory,
power conservation implies

iivi = iovo (6.1)

thus the current must drop by the same factor, ii = k−1io, resulting in

Zin =
vi

ii
=

kvo

k−1io
= k2 vo

io
= k2RL (6.2)

RS

RL

+
vi

−

ii io

Zin Zout

+
vo

−
Matching 
Network

Figure 6.1: A generic matching network as a black box.
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Rs

Xs

RpXp

Figure 6.2: A sereis-to-parllel transformation.

which means that k =
√

m to achieve an impedance match. There are many ways to realize such a
circuit block and in this section we’ll explore techniques employing inductors and capacitors.

6.1.1 Shunt-Series and Shunt-Series Transformations

The key calculation aid is the series to parallel transformation, which works both ways (parallel
to series). Consider the impedance shown in Fig. 6.2, which we wish to represent as a parallel
impedance. We can do this at a single frequency as long as the impedance of the series network
equals the impedance of the shunt network

Rs + jXs =
1

1
Rp

+ 1
jXp

(6.3)

Equating the real and imaginary parts

Rs =
RpX2

p

R2
p +X2

p
(6.4)

Xs =
R2

pXp

R2
p +X2

p
(6.5)

which can be simplified by using the definition of Q

Qs =
Xs

Rs
=

R2
pXp

RpX2
p
=

Rp

Xp
= Qp = Q (6.6)

Which shows that

Rp = Rs(1+Q2) (6.7)

and

Xp = Xs(1+Q−2)≈ Xs (6.8)

where the approximation applies under high Q conditions.
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C1

C2 RL

L

Zin

RL

Zin

L1

L2

C

(a) (b)

Figure 6.3: (a) A tapped capacitive divider impedance transformer. (b) A tapped inductor impedance
transformer. The reactance in the structure can be resonated with an appropriate elements (shown
in dashed line).

6.1.2 Capacitive and Inductive Dividers
Perhaps the simplest matching networks are simple voltage dividers. Consider the capacitive
voltage divider shown in Fig. 6.3a. At RF frequencies, if RL ≫ X2, then we can see that the circuit
will work as advertised. Assuming that negligible current flows into RL, the current flowing into the
capacitors is given by

i =
vi

j(X1 +X2)
(6.9)

the voltage across the load is therefore

vo = vC2 = jX2 × i = vi
X2

X1 +X2
= vi

1
1+ C2

C1

= kvi (6.10)

which means that the load resistance is boosted by a factor of k2

Rin ≈
(

1+
C2

C1

)2

RL (6.11)

We can arrive at the same destination by using the shunt ↔ series transformation twice. The final
value of Rin is given by a 1+Q2

2 reduction following by a 1+Q2
s enhancement

Rin =
1+Q2

s

1+Q2
2

RL (6.12)

where Q2 =
RL
X2

, Xs = X1||X ′
2, and

Qs =
Xs

RL
(1+Q2

2) (6.13)

The final expression is derived after some algebra

Rin =
RL

1+Q2
2
+

(
Xs

RL

)2

+

(
Xs

X2

)2

RL (6.14)

Under the assumption that X2 ≪ RL, the final term dominates

Rin =

(
Xs

X2

)2

RL ≈
(

1+
C2

C1

)2

RL (6.15)
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RS > RL

RL

L

C

RS < RL

RL

L

C

RS > RL

RLL

C

RS > RL

RLjX1

jX2

RS < RL

RLL

C
RS < RL

RL

jX1

jX2

(a) (b) (c)

(d) (e) (f)

Figure 6.4: Several incarnations of L-matching networks. In (a)-(c) the load is connected in series
with the reactance boosting the input resistance. In (d)-(f) the load is in shunt with the reactance,
lowering the input resistance.

as expected. The reactance of the capacitive divider can be absorbed by a resonating inductance as
shown in Fig. 6.3. In a similar vein, an inductive divider matching circuit can be designed as shown
in Fig. 6.3.

6.1.3 An L-Match
Consider the L-Matching networks, shown in Fig. 6.4, named due to the topology of the network.
We shall see that one direction of the L-match boosts the load impedance (in series with load)
whereas the other lowers the load impedance (in shunt with the load). Let’s focus on the first two
networks shown in Fig. 6.4ab. Here, in absence of the source, we have a simple series RLC circuit.
Recall that in resonance, the voltage across the reactive elements is Q times larger than the voltage
on the load! In essence, that is enough to perform the impedance transformation. Without doing
any calculations, you can immediately guess that the impedance seen by the source is about Q2

larger than RL. Furthermore, since the circuit is operating in resonance, the net impedance seen by
the source is purely real. To be sure, let’s do the math.

A quick way to accomplish this feat is to begin with the series to parallel transformation, as
shown in Fig. 6.5, where the load resistance in series with the inductor is converted to an equivalent
parallel load equal to

Rp = (1+Q2)RL (6.16)

where Q = XL/RL, and X ′
L = XL(1+Q−2). The circuit is now nothing but a parallel RLC circuit

and it’s clear that at resonance the source will see only Rp, or a boosted value of RL. The boosting
factor is indeed equal to Q2 +1, very close to the value we guessed from the outset.

To gain insight into the operation of Fig. 6.4d-f, consider an Norton equivalent of the same
circuit shown in Fig. 6.6. Now the circuit is easy to understand since it’s simply a parallel resonant
circuit. We known that at resonance the current through the reactances is Q times larger than the
current in the load. Since the current in the series element (L in Fig. 6.4d) is controlled by the
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RS > RL

RL

L

C

2

L
′ =
(1
+
Q

− )L

R p
=
(1
+
Q
)R

L

L′ Rp

Figure 6.5: The transformed L matching network into a parallel RLC equivalent circuit.

RL

L

C RLL C

Figure 6.6: The source voltage driving the L matching network can be transformed into an equivalent
Norton current source.
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source voltage, we can immediately see that is = QiL, thus providing the required current gain to
lower the load resistance by a factor of Q2.

As you may guess, the mathematics will yield a similar result. Simply do a parallel to series
transformation of the load to obtain

Rs =
Rp

1+Q2 (6.17)

X ′
p =

Xp

1+Q−2 (6.18)

The resulting circuit is a simple series RLC circuit. At resonance, the source will only see the
reduced series resistance Rs.

L-Match Design Equations
The following design procedure applies to an L-match using the generic forms of Fig. 6.4c,f.
The actual choice between Fig. 6.4a,d and Fig. 6.4b,e depends on the application. For instance
Fig. 6.4b,e provide AC coupling (DC isolation) which may be required in many applications. In
other applications a common DC voltage may be needed, making the networks of Fig. 6.4a,d the
obvious choice.

Let Rhi = max(RS,RL) and Rlo = min(RS,RL). The L-matching networks shown in Fig. 6.4 are
designed as follows:

1. Calculate the boosting factor m = Rhi
Rlo

.
2. Compute the required circuit Q by (1+Q2) = m, or Q =

√
m−1.

3. Pick the required reactance from the Q. If you’re boosting the resistance, e.g. RS > RL, then
Xs = Q ·RL. If you’re dropping the resistance, Xp =

RL
Q .

4. Compute the effective resonating reactance. If RS > RL, calculate X ′
s = Xs(1+Q−2) and set

the shunt reactance in order to resonate, Xp =−X ′
s . If RS < RL, then calculate X ′

p =
Xp

1+Q−2

and set the series reactance in order to resonate, Xs =−X ′
p.

5. For a given frequency of operation, pick the value of L and C to satisfy these equations.

Insertion Loss of an L-Matching Network
We’d like to include the losses in our passive elements into the design of the matching network. The
most detrimental effect of the component Q is the insertion loss which reduces the power transfer
from source to load.

Let’s begin by using our intuition to derive an approximate expression for the loss. Note that
the power delivered to the input of the matching network Pin can be divided into two components

Pin = PL +Pdiss (6.19)

where PL is the power delivered to the load and Pdiss is the power dissipated by the non-ideal
inductors and capacitors. The insertion loss is therefore given by

IL =
PL

Pin
=

PL

PL +Pdiss
=

1
1+ Pdiss

PL

(6.20)

Recall that for the equivalent series RLC circuit in resonance, the voltages across the reactances are
Q times larger than the voltage across RL. We can show that the reactive power is also a factor of Q
larger. For instance the energy in the inductor is given by

Wm =
1
4

Li2s =
1
4

v2
s

4R2
S

L (6.21)
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or

ω0 ×Wm = 1
4

v2
s

4RS

ω0L
RS

= 1
2

v2
s

8RS
Q = 1

2 PL ×Q (6.22)

where PL is the power to the load at resonance

PL =
v2

L

2RS
=

v2
s

4 ·2 ·RS
=

v2
s

8RS
(6.23)

The total reactive power is thus exactly Q times larger than the power in the load

ω0(Wm +We) = Q×PL (6.24)

By the definition of the component Qc factor, the power dissipated in the non-ideal elements of net
quality factor Qc is simply

Pdiss =
PL ·Q

Qc
(6.25)

which by using Eq. 6.20 immediately leads to the following expression for the insertion loss

IL =
1

1+ Q
Qc

(6.26)

The above equation is very simple and insightful. Note that using a higher network Q, e.g. a
higher matching ratio, incurs more insertion loss with the simple single stage matching network.
Furthermore, the absolute component Q is not important but only the component Qc normalized to
the network Q. Thus if a low matching ratio is needed, the actual components can be moderately
lossy without incurring too much insertion loss.

Also note that the the actual inductors and capacitors in the circuit can be modeled with very
complicated sub-circuits, with several parasitics to model distributed and skin effect, but in the end,
at a given frequency, one can calculate the equivalent component Qc factor and use it in the above
equation.

Note that Qc is the net quality factor of the passive elements. If one element dominates, such
as a low-Q inductor, then QL can be used in its place. The exact analysis for a lossy inductor and
capacitor is simple enough and yields an expression that is identical to Eq. 6.26 when only inductor
losses are taken into account but differs when both inductor and capacitors losses are included

IL =
1

1+ Q
QL

1
1+ Q

QC

(6.27)

which can be written as

IL =
1

1+Q
(
Q−1

L +Q−1
C

)
+ Q2

QLQC

(6.28)

which equals the general expression we derived under “high-Q” conditions, e.g. Qc ≫ Q.
When completing the design with real elements, it’s also necessary to shift the component

values slightly due to the extra loss. While formulas for these perturbations can be calculated, a
modern computer and optimizer really make this exercise unnecessary.
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RS < RL

L

C

RLLres CL

Figure 6.7: The complex load CL in parallel with RL is matched to a real source impedance by first
applying an parallel inductor Lres to resonate out CL. The load can now be matched using a standard
matching network. In the final design, the resonating Lres can be simply absorbed into L.

RS > RL

RL

RS > RL

RL

RS > RL

RLjX1

jX2L C

C1 C2 L1 L2 jX3

Figure 6.8: Several incarnations of a Π matching network. The first is a low-pass structure, the
second a high-pass structure. The third is a general Π network.

Reactance Absorption

In most situations the load and source impedances are often complex and our discussion so far only
applies to real load and source impedances. An easy way to handle complex loads is to simply
absorb them with reactive elements. For example, consider the complex load shown in Fig. 6.7.
To apply an L-matching circuit, we can begin by simply resonating out the load reactance at the
desired operating frequency. For instance, we add an inductance Lres in shunt with the capacitor
to produce a real load. From here the design procedure is identical. Note that we can absorb the
inductor Lres into the shunt L-matching element.

From now onwards we can simply discuss the real matching problem since a complex load or
source can be handled in a similar fashion. Often there are multiple ways to perform the absorption
with each choice yielding slightly different network properties such as Q (bandwidth), and different
frequency selectivity (e.g. low-pass, high-pass, bandpass).

6.1.4 A Π-Match

The L-Match circuit is simple and elegant but is somewhat constrained. In particular, we cannot
freely choose the Q of the circuit since it is fixed by the required matching factor m. This restriction
is easily solved with the Π-Matching circuit, also named from its topology, shown in Fig. 6.8. The
idea behind the Π match can be easily understood by studying the cascade of two back-to-front L
matches as shown in Fig. 6.9. In this circuit the first L match will lower the load impedance to an
intermediate value Ri

Ri =
RL

1+Q2
1

(6.29)
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RLC1 C2

L1 L2

RS > Ri Ri < RL

Figure 6.9: The Π network can be decomposed into a back-to-front cascade of two L matching
networks. The impedance is first reduce down to Ri < RL, then increased back up to RS > RL > Ri.

RL

jX1 jX2RS

RiRi−jX ′
1 −jX ′

2

Figure 6.10: The reflected input and output impedance are both equal to Ri at the center of the Π

network.

or

Q1 =

√
RL

Ri
−1 (6.30)

Since Ri < RL, the second L match needs to boost the value of Ri up to Rs. The Q of the second L
network is thus

Q2 =

√
RS

Ri
−1>

√
RS

RL
−1 (6.31)

When we combine the two L networks, we obtain a Π network with a higher Q than possible
with a single stage transformation. In general the Q, or equivalently the bandwidth B = ω0

Q , is a free

Ri

jX1 jX2Ri

RiRi

−jX1 −jX2

Figure 6.11: The L sections can be converted into series sections to produce one big LCR circuit.
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RS > RL

RL

jX1

jX2

jX3

RL

Ri > RLRS < RL

(a) (b)

Figure 6.12: (a) The T-matching network can be decomposed into two front-to-back L sections. (b)
The first L section boosts the resistance to a value of Ri > RL and the second L structure drops the
impedance to RS < Ri.

parameter that can be chosen at will for a given application. Note that when the source is connected
to the input, the circuit is symmetric about the center, as shown in Fig. 6.10. Now it’s rather easy to
compute the network Q by drawing a series equivalent circuit about the center of the structure, as
shown in Fig. 6.11. If the capacitors and inductors in series are combined, the result is a simple
RLC circuit with Q given by

Q =
X1 +X2

2Ri
=

Q1 +Q2

2
(6.32)

It’s important to note the inclusion of the source resistance when calculating the network Q as
we are implicitly assuming a power match. In a power amplifier, the source impedance may be
different and the above calculation should take that into consideration. For instance, if the PA is
modeled as a high impedance current source (Class A/B operation), then the factor of 2 disappears.
The design procedure begins with the specification of the network Q. Eq. 6.32 is then used to find
Ri, and from there the L-match procedure outlined above takes over.

6.1.5 A T -Match
The T-matching network, shown in Fig. 6.12a, is the dual of the Π network. By now you can
see that the names all correspond the physical topology of the circuit. The T network can also be
decomposed into a cascade of two back-to-front L networks, as shown in Fig. 6.12b. The first L
transforms the resistance up to some intermediate value Ri > RS, and the second L transforms the
resistance back down to RS. Thus the net Q is higher than a single stage match. The network Q can
be derived in an analogous fashion and yields the same solution

Q = 1
2

(√
Ri

RL
−1+

√
Ri

RS
−1
)

(6.33)

6.1.6 Multi-Section Low Q Matching
We have seen that the Π and T matching networks are essentially two stage networks which can
boost the network Q. In many applications we actually would like to achieve the opposite effect,
e.g. low network Q is desirable in broadband applications. Furthermore, a low Q design is less
susceptible to process variations. Also, a lower Q network lowers the loss of the network, as evident
by examining Eq. 6.26.

To lower the Q of an L matching network, we can employ more than one stage to change
the impedance in smaller steps. Recall that Q =

√
m−1, and a large m factor requires a high

Q match. If we simply change the impedance by a factor k < m, the Q of the first L section is
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RS > RL

RL

L1

C1

L2

C2

Ri

Figure 6.13: A two-stage low-pass L matching network. The first stage steps up the intermediate
resistance RS < Ri < RL, thus lowering the Q over a single stage design.

L1

C1

L2

C2Ci

Li

Cn

Ln

Ri1Ri2RiiRhi

Rlo

Figure 6.14: A high-pass multi-section L matching network.

reduced. Likewise, a second L section will further change the resistance to the desired RS with a
step size l < m, where l · k = m. An example two-stage network is shown in Fig. 6.13. Reflecting
all impedances to the center of the network, the real part of the impedance looking left or right is Ri

at resonance. Thus the power dissipation is equal for both networks. The overall Q is thus given by

Q =
ω(Ws1 +Ws2)

Pd1 +Pd2
=

ωWs1

2Pd
+

ωWs2

2Pd
=

Q1 +Q2

2
(6.34)

Q = 1
2

(√
Ri

RL
−1+

√
RS

Ri
−1
)

(6.35)

Note the difference between the above and Eq. 6.33. The Ri term appears once in the denominator
and once in the numerator since it’s an intermediate value. What’s the lowest Q achievable? To find
out, take the derivative of Eq.6.35 with respect to Ri and solve for the minimum

Ri,opt =
√

RLRS (6.36)

which results in a Q approximately lower by a square root factor

Qopt =

√√
RS

RL
−1 ≈ m1/4 (6.37)

It’s clear that the above equations apply to the opposite case when RL > RS by simply interchanging
the role of the source and the load.

To even achieve a lower Q, we can keep adding sections as shown in Fig. 6.14. The optimally
low Q value is obtained when the intermediate impedances are stepped in geometric progression

Ri1

Rlo
=

Ri2

Ri1
=

Ri3

Ri2
= · · ·= Rhi

Rin
= 1+Q2 (6.38)
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where Rhi = max(RS,RL) and Rlo = min(RS,RL). In the limit that n → ∞, we take very small “baby”
steps from Rlo to Rhi and the circuit starts to look like a tapered transmission line. Multiplying each
term in the above equation

Ri1

Rlo
· Ri2

Ri1
· Ri3

Ri2
· · · · · Rhi

Rin
=

Rhi

Rlo
= (1+Q2)N (6.39)

which results in the optimal Q factor for the overall network

Q =

√(
Rhi

Rlo

)1/N

−1 (6.40)

The loss in the optimal multi-section line can be calculated as follows. Using the same approach as
Sec. 6.1.3, note that the total power dissipated in the matching network is given by

Pdiss =
NQPL

Qu
(6.41)

where N sections are used, each with equal Q due to the condition set forth by Eq. 6.38. This leads
to the following expression

IL =
1

1+N Q
Qu

(6.42)

or

IL =
1

1+ N
Qu

√(
Rhi
Rlo

)1/N
−1

(6.43)

It’s interesting to observe that this expression has an optimum for a particular value of N. It’s easy
enough to plot IL for a few values of N to determine the optimal number of sections. Intuitively
adding sections can decrease the insertion loss since it also lowers the network Q factor. Adding
too many sections, though, can counterbalance this benefit.

6.2 The Smith Chart
The Smith Chart, shown in Fig. 6.15, is simply a graphical calculator for computing impedance as
a function of reflection coefficient z = f (ρ). More importantly, many problems can be easily visu-
alized with the Smith Chart. This visualization leads to insights about the behavior of transmission
lines. All the knowledge is coherently and compactly represented by the Smith Chart1.

6.2.1 Smith Chart Construction
Let’s begin with the voltage on the line

v(z) = v+(z)+ v−(z) =V+(e−γz +ρLeγz)

Recall that we can define the reflection coefficient anywhere by taking the ratio of the reflected
wave to the forward wave

ρ(z) =
v−(z)
v+(z)

=
ρLeγz

e−γz = ρLe2γz (6.44)

1There are purely aesthetic reasons to study the Smith Chart that arise from deep mathematical connections with the
complex bilinear transform.



6.2 The Smith Chart 133

0.1

0.1
0.

1

0.2

0.2

0.
2

0.3

0.3

0.
3

0.4

0.4

0.
4

0.5
0.5

0.
5

0.
6

0.
6

0.
6

0.
7

0.
7

0.
7

0.
8

0.
8

0.
8

0.
9

0.
9

0.
9

1.
0

1.
0

1.
0

1.
2

1.
2

1.
2

1.
4

1.
4

1.
4

1.
6

1.
6

1.
6

1.
8

1.
8

1.
8

2.0
2.0

2.
0

3.0

3.0

3.
0

4.0

4.0

4.
0

5.0

5.0

5.
0

10

10

10

20

20

20

50

50

50

0.2

0.2

0.2

0.2

0.4

0.4

0.4

0.4

0.6

0.6

0.6

0.6

0.8

0.8

0.8

0.8

1.0

1.0

1.0
1.0

90
-9

0
85

-8
5

80
-8

0

75
-7

5

70
-7

0

65
-6

5

60
-6

0

55
-5

5

50
-5

0

45

-45

40

-40

35

-35

30

-30

25

-25

20

-20

15

-15

10

-10

0.
04

0.
04

0.
05

0.
05

0.0
6

0.0
6

0.07

0.07

0.08

0.08

0.09

0.09

0.1

0.1

0.11

0.11

0.12

0.12

0.13

0.13

0.14

0.14

0.15

0.15

0.16

0.16

0.17

0.17

0.18

0.18

0.19
0.19

0.2
0.2

0.21
0.21

0.22

0.22
0.23

0.23
0.24

0.24

0.25

0.25

0.26

0.26

0.27

0.27

0.28

0.28

0.29

0.29

0.3

0.3

0.31

0.31

0.32

0.32

0.33

0.33

0.34

0.34

0.35

0.35

0.36

0.36

0.37

0.37

0.38

0.38

0.39

0.39

0.4

0.4

0.41

0.41

0.42

0.42

0.43

0.43

0.4
4

0.4
4

0.
45

0.
45

0.
46

0.
46

0.
47

0.
47

0.
48

0.
48

0.
49

0.
49

0.
0

0.
0

A
N

G
LE O

F TR
A

N
SM

ISSIO
N

 C
O

E
FFIC

IEN
T IN

 D
EG

R
EES

A
N

G
LE O

F R
EFLE

C
T

IO
N

 C
O

E
FFIC

IEN
T

 IN
 D

EG
R

EES

—
> 

W
A

V
EL

EN
G

TH
S 

TO
W

A
R

D
 G

EN
ER

A
TO

R
 —

>
<—

 W
A

V
EL

EN
G

TH
S 

TO
W

A
R

D
 L

O
A

D
 <

—

IN
D

U
C

TI
V

E 
R

EA
C

TA
N

C
E 

CO
M

PO
N

EN
T (+

jX
/Zo), O

R C
APACITIVE SUSCEPTANCE (+jB/Yo)

CAPACITIVE REACTANCE COMPONENT (-
jX

/Zo)
, O

R IN
D

U
CTI

V
E 

SU
SC

EP
TA

N
C

E 
(-

jB
/Y

o)
RESISTANCE COMPONENT (R/Zo), OR CONDUCTANCE COMPONENT (G/Yo)

Figure 6.15: The Smith Chart.

Therefore the impedance on the line

Z(z) =
v+e−γz(1+ρLe2γz)
v+
Z0

e−γz(1−ρLe2γz)
(6.45)

can be expressed in terms of ρ(z)

Z(z) = Z0
1+ρ(z)
1−ρ(z)

(6.46)

It is extremely fruitful to work with normalized impedance values z = Z/Z0

z(z) =
Z(z)
Z0

=
1+ρ(z)
1−ρ(z)

(6.47)

Let the normalized impedance be written as z = r+ jx (note small case). The reflection coefficient
is “normalized” by default since for passive loads |ρ| ≤ 1. Let ρ = u+ jv. Now simply equate the
ℜ and ℑ components in the above equation

r+ jx =
(1+u)+ jv
(1−u)− jv

=
((1+u+ jv)(1−u+ jv)

(1−u)2 + v2 (6.48)

To obtain the relationship between the (r,x) plane and the (u,v) plane

r =
1−u2 − v2

(1−u)2 + v2 (6.49)

x =
v(1−u)+ v(1+u)

(1−u)2 + v2 (6.50)
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Figure 6.16: Graphical illustration of mappings from the (r,x) plane to the complex reflection
coefficient unit circuit (u,v).

The above equations can be simplified and put into a nice form. If you remember your grade school
algebra, you can derive the following equivalent equations

(
u− r

1+ r

)2

+ v2 =
1

(1+ r)2 (6.51)

(u−1)2 +

(
v− 1

x

)2

=
1
x2 (6.52)

These are circles in the (u,v) plane! Circles are good! We see that vertical and horizontal lines in
the (r,x) plane (complex impedance plane) are transformed to circles in the (u,v) plane (complex
reflection coefficient).

Some special mappings, shown in Fig. 6.16ab, are worth noting
• r = 0 maps to u2 + v2 = 1 (unit circle)
• r = 1 maps to (u−1/2)2 + v2 = (1/2)2 (matched real part)
• r = .5 maps to (u−1/3)2 + v2 = (2/3)2 (load R less than Z0)
• x =±1 maps to (u−1)2 +(v∓1)2 = 1
• x =±2 maps to (u−1)2 +(v∓1/2)2 = (1/2)2

• x =±1/2 maps to (u−1)2 +(v∓2)2 = 22

Inductive reactance maps to upper half of unit circle. Capacitive reactance maps to lower half
of unit circle. A simpler Smith Chart, shown in Fig. 6.17, can be constructed from the above
mappings.

6.2.2 Load on Smith Chart
As shown in Fig. 6.18, we can simply plot zL on the Smith Chart. One can read off ρL as a
polar complex number. To read off the impedance on the T-line at any point on a lossless line,
simply move on a circle of constant radius since ρ(z) = ρLe2 jβ . Moving towards generator means
ρ(−ℓ) = ρLe−2 jβℓ, or clockwise motion. For a lossy line, this corresponds to a spiral motion. We’re
back to where we started when 2βℓ = 2π , or ℓ = λ/2. Thus the impedance is periodic (as we
know). Since SWR is a function of |ρ|, a circle at origin in (u,v) plane is called an SWR circle.

Since SWR is a function of |ρ|, a circle at origin in (u,v) plane is called an SWR circle. Recall
the voltage max occurs when the reflected wave is in phase with the forward wave, so ρ(zmin) = |ρL|.
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Figure 6.18: (a) A load impedance is plotted on the Smith Chart. (b) By moving clockwise on a
circle of constant radius, we can read off the impedance at any point on the transmission line.
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ρ = |ρL|ej(θ−2β�)

Figure 6.19: A SWR circle on the Smith Chart.

This corresponds to the intersection of the SWR circle with the positive real axis, shown in Fig. 6.19.
Likewise, the intersection with the negative real axis is the location of the voltage minimum.

Example 6: This example will illustrate the utility of the Smith Chart for visualization.
Let’s prove that if ZL has an inductance reactance, then the position of the first voltage
maximum occurs before the voltage minimum as we move towards the generator. A
visual proof is easy using Smith Chart. On the Smith Chart start at any point in the
upper half of the unit circle. Moving towards the generator corresponds to clockwise
motion on a circle. Therefore we will always cross the positive real axis first and then
the negative real axis. This means we must observe a voltage minimum before the
maximum. The opposite is true for a capacitive load.

6.2.3 The Admittance Chart
Since y = 1/z = 1−ρ

1+ρ
, you can imagine that an Admittance Smith Chart looks very similar. In fact

everything is switched around a bit and you can buy or construct a combined admittance/impedance
smith chart. You can also use an impedance chart for admittance if you simply map x → b and
r → g. Be careful as the capacitors are now on the top of the chart and the inductors on the bottom.
The short and open likewise swap positions.

Sometimes you may need to work with both impedances and admittances. This is easy on the
Smith Chart due to the impedance inversion property of a λ/4 line

Z′ =
Z2

0
Z

(6.53)
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Rs

Vs RL
Z0

�1

Y = Y0 − jB

jB

Y = Y0

Figure 6.20: A section of transmission line and a shunt reactance can be used to match a load to a
desired impedance .

If we normalize Z′ we get y

Z′

Z0
=

Z0

Z
=

1
z
= y (6.54)

Thus if we simply rotate π degrees on the Smith Chart and read off the impedance, we’re actually
reading off the admittance! Rotating π degrees is easy. Simply draw a line through origin and zL

and read off the second point of intersection on the SWR circle

6.3 Transmission Line Matching Networks

6.3.1 Matching with Lumped Elements
Recall the input impedance looking into a T-line varies periodically

Zin(−ℓ) = Z0
ZL + jZ0 tan(βℓ)
Z0 + jZL tan(βℓ)

(6.55)

As shown in Fig. 6.20, move a distance ℓ1 away from the load such that the real part of Zin has the
desired value. Then place a shunt or series impedance on the T-line to obtain desired reactive part
of the input impedance (e.g. zero reactance for a real match). For instance, for a shunt match, the
input admittance looking into the line is

y(z) = Y (z)/Y0 =
1−ρLe j2β z

1+ρLe j2β z (6.56)

At a distance ℓ1 we desire the normalized admittance to be y1 = 1− jb. Substitute ρL = ρe jθ and
solve for ℓ1 and let ψ = 2β z+θ

1−ρe jψ

1+ρe jψ =
1−ρ2 − j2ρ sinψ

1+2ρ cosψ +ρ2 (6.57)

Solve for ψ (and then ℓ1) from ℜ(y) = 1

ψ = θ −2βℓ= cos−1(−ρ) (6.58)

ℓ1 =
θ −ψ

2β
=

λ

4π

(
θ − cos−1(−ρ)

)
(6.59)
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Figure 6.21: A (a) short or open (b) shunt stub can be used in place of the lumped element to obtain
the desired imaginary component.

At ℓ1, the imaginary part of the input admittance is

b = ℑ(y1) =± 2ρ√
1−ρ2

(6.60)

Placing a reactance of value −b in shunt provides an impedance match at this particular frequency.
If the location of ℓ1 is not convenient, we can achieve the same result by move back a multiple of
λ/2.

6.3.2 Matching with T-Line Stubs

At high frequencies the matching technique discussed above is difficult due to the lack of lumped
passive elements (inductors and capacitors). But short/open pieces of transmission lines simulate
fixed reactance over a narrow band. A shorted stub with ℓ < λ/4 looks like an inductor. An
open stub with ℓ < λ/4 looks like a capacitor. The procedure is identical to the case with lumped
elements but instead of using a capacitor or inductor, we use shorted or open transmission lines.
For most transmission line structures, shunt stubs, shown in Fig. 6.21, are easier to fabricate than
series stubs. But in theory either shunt or series stubs can be used to obtain the match.
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Figure 6.22: Smith Chart calculations for stub matching example.

6.3.3 Matching with the Aid of the Smith Chart
Single stub impedance matching is easy to do with the Smith Chart. Simply find the intersection of
the SWR circle with the r = 1 circle. The match is at the center of the circle. Grab a reactance in
series or shunt to move you there. To do a shunt stub, though, we need to use the admittance chart.
To solve the same matching problem with a shunt stub, find the shunt stub value, simply convert
the value of z = 1+ jx to y = 1+ jb and place a reactance of − jb in shunt.

Example 7: Consider matching a load impedance ZL = 150− j80 to Z0 (usually 50Ω

at a frequency of 1GHz.

The normalized impedance zL = ZL/Z0 is plotted in Fig. 6.22 and labeled point 1.
Since we are connecting a shunt stub, we convert to yl = 1/zL by drawing a constant
VSWR circle and project through the origin. This point is labeled 2 corresponds
to an admittance of 0.26+ j0.14, which we can read directly from the chart. Now,
interpreting the chart as an admittance chart, we move to the g = 1 circle along the
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LL

CC

g-circle r-circle

Figure 6.23: Motion along constant r and g circles on the Smith Chart by adding induc-
tors/capacitors.

same constant VSWR circle and arrive at point 3. Reading off the distance traveled on
the Smith chart, we have ℓ= λ (0.175−0.024) = λ0.151. This distance correspond
to an electrical length of about 55◦.

At point 2, the normalized admittance is about 1+1.45 j. Now, all we need to do is
connect a shunt stub with susceptance −1.45 j to complete the design. This can be
realized as an open or short circuit stub. Since the desired susceptance is negative, the
shorter stub is a short circuited “inductive” line of appropriate length. The length of
the stub can be calculated directly from

ystub =− j cotβℓ

or read from the Smith Chart. From the Smith Chart, we start at the short circuit point
and travel along the r = 0 circle and note that x = 1/1.45 = .69 requires a stub length
of about 0.096λ , or about 35◦. This completes the design of the matching network.

Another great application of the Smith Chart is matching with lumped elements. Previously
we described lumped matching networks configurations such as the L, Π, and T matching circuits.
Instead of computing element values explicitly, we can use the Smith Chart as a graphical calculator
to design matching networks.

6.4 Lumped Matching with the Smith Chart
6.4.1 Lumped Components On Smith Chart

In Section ?? we analyzed “motion" along a transmission line and how it generates circles (an
SWR circle) on the Smith Chart. We used this to find a path towards the “matched" circles (1+ jx
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or 1+ jb) on the Smith Impedance and Admittance Charts. To finish the matching, we needed to
add a series or shunt reactance − jx or − jb, taking us to the center of the Smith Chart. In practice,
we can use either lumped components or transmission line stubs to achieve this, so it’s useful to
understand how lumped components move us on the Smith Chart.

It’s also important to realize that all of the matching techniques covered in this chapter, including
L-match, T-match, and Π-match, can all be done and visualized using the Smith Chart. The
advantage of this is that instead of relying on analytical equations, we can explore different
matching options step-by-step to realize the best performance (usually lowest Q networks). We
also can design matching networks from any complex load / source, without having to do extra
“reactance absorbtion" calculations. The end results are the same, but the Smith Chart gives us
insights in a visual way.

6.4.2 Lump Component Motion
If we think of an inductor as having any inductance from 0 to ∞, we can imagine that adding an
inductor in series to a given load moves us on the constant r circle clock-wise (CW), as shown
in Fig. 6.23. To understand why we move CW, consider that adding more inductance increases
the reactance, so this should move us towards the higher reactance circles on the right of the chart.
Adding a capacitor in series, therefore, should move us CCW, or left.

Similarly, if we add reactance in shunt (parallel), we move along constant g circles. On a
combined Z and Y chart, adding inductance in shunt reduces the reactance, so we should move left,
or CCW.

To drive these points home, let’s do an example. If we start at the bottom half of the Impedance
Chart, or start with a capacitive reactive part, then naturally adding an inductor in series cause our
path to intersect with the real axis, providing a resonance and a real load. If we continue beyond
this point, we then have a net inductive reactance, and occupy the upper half of the unit circle. Our
motion is CW because the inductance is making the reactance less negative, moving us towards the
left. Once we cross the real axis, the increase in inductance is making us net more positive reactive,
moving us now towards the right, in the CW direction. Eventually, as the reactance is increased
more and more, we end at the rightmost edge of the unit circle, corresponding to an open circuit
due to the infinity reactance.

Since adding a capacitor in series moves counter clock-wise (CCW), we can play out the same
scenario if we start at the top of the Smth Chart. Adding more capacitive reactance causes the net
reactance to decrease, so we move CCW until we intersect with the the real axis, providing a real
load at resonance. Rather than memorize CW and CCW motion, it is more important to reason out
the direction of motion in each scenario.

On the Admittance Chart, or the Y -plane, we move on constant g circles. To go clockwise,
we add a shunt C, and to move CCW, add a shunt L. For example, if we are in the top half of
the Y-plane, we are net capacitive. Adding a shunt C should make us even more capacitive, so
the motion should be towards the higher reactance. Adding a shunt L, on the other hands, moves
us CCW on a constant g circle towards the real axis, and at the given value we obtain resonance.
Further increasing the shunt inductance makes us net negative susceptance, keeping us in the lower
half of the plane.

Example 8: Consider again matching a load impedance ZL = 150− j80 to Z0 (usually
50Ω) at a frequency of 1GHz using lumped elements. From our previous discussion,
we know that an L matching network connected in shunt with the output is needed in
order to step down from |ZL|> Z0.
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Figure 6.24: Smith Chart calculations for lumped impedance matching network example.
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The normalized impedance zL = ZL/Z0 is plotted in Fig. 6.24 and labeled point 1. Since
we are connecting a reactance in shunt, we convert to yl = 1/zL by drawing a constant
SWR circle and projecting through the origin. This point is labeled 2 corresponds to
an admittance of 0.26+ j0.14, which we can read directly from the chart. Next we
draw the admittance circle 1+ jb on the chart, which is a reflection of the 1+ jx circle.
To move onto this circle, we observe that adding a susceptance of about 0.3 j moves to
a point labeled 3 on the chart. This corresponds to adding a shunt capacitor of value

BC = 0.3/50

C =
BC

ω
= 955fF

Next we convert back to impedance by once again projecting through the origin to
arrive at point 4, which corresponds to the normalized impedance of 1−1.65 j. It’s
important to note that this is a consistency check. If we had not ended up on a point
1+ jx, then there would be an error in our analysis. From here forward it’s easy to see
that a series reactance of value +1.65 will move us to the origin. This corresponds to a
series inductor of value

XL = 50×1.65

L =
XL

ω
= 13nH

This completes the design of the matching network. It’s interesting to note that we
could have traveled to the origin by subtracting reactance from point 2. This would have
resulted in another perfectly valid solution to the problem. Generally we would check
both solutions and choose the network that best meets our needs (such as bandwidth).

6.4.3 Matching with Lumped Components (RL > Z0)
We can now generalize and see that an L match can solve any matching problem. The direction of
the L depends on our initial point on the Smith Chart. Suppose the load is inside the 1+ jx circle,
shown in Fig. 6.25. In order to escape from “inside", you cannot move along constant r circles
since you’ll always stay inside. You must add a shunt reactance, either an inductor as capacitor as
shown. On a combined Z/Y chart we can simply follow the trajectory of a constant g circle until we
intersect with the 1+ jx circle. It’s interesting to observe that we can either move up to the 1+ jx
circle on the top half or move down to the 1+ jx bottom half, and both possibilities work. In either
case, only a series reactance will be needed to reach the center of the Smith Chart.

If a combined chart is not used, we solve this problem by first converting from z to y. The
goal is now to land on the 1+ jb constant-g circle. Since we are now in admittance mode, we
note that constant g circles intersect with the reflected 1+ jx circle at two points. Reflecting these
points through the origin using a constant VSWR circle shows the points of intersection with the
1+ jx circle in the Z chart. It’s confusing, and requires practice, so you may prefer to always use a
combined Smith Chart!

In summary, we can say that there are two circuit networks that get to the center, as shown in
Fig. 6.26. The difference is one is AC coupled versus DC coupled, so often the application will
determine the choice.
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Figure 6.25: When the load is inside the 1+ jx circle, we must add a shunt reactance to move along
a constant g circle in order to reach the 1+ jx circle. To find the value, we first convert from z to y
by reflecting about the origin on the constant SWR circle, then we interpret the chart as a Y chart,
reading off the necessary shunt reactance to reach the 1+ jb circle. It’s very confusing, but this
is actually the 1+ jx circle in the admittance chart ! We can see this by reflecting either point of
intersection back onto the Z chart 1+ jx circle.
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Figure 6.26: Matching networks that move from inside the 1+ jx circle to the center of the Smith
Chart.
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Figure 6.27: Design of a matching network when the load is outside of the 1+ jb circle.

Matching with Lumped Components (RL < Z0)
Suppose the load is outside the 1+ jx circle, as shown in Fig. 6.27. This situation is actually much
simpler to analyze since we can move along a constant r circle by simply adding a series reactance.
The target is the 1+ jb circle, since we can then use a shunt element to complete the match.

6.4.4 Q Circles
For designing matching networks, it’s very convenient to know the required Q to achieve a match,
since the Q is related to bandwidth and loss. Let’s find the contours of constant Q on the Smith
Chart. Recall that z = r+ jx can be related to the reflection coefficient ρ = u+ jv by the following
equations

r =
1−u2 − v2

(1−u)2 + v2 (6.61)

x =
v(1−u)+ v(1+u)

(1−u)2 + v2 (6.62)

So that the Q is given by:

Q =
x
r
=

2v
1−u2 − v2 (6.63)

We can write this as

Q(1−u2 − v2) = 2v (6.64)

(1−u2) = v2 +2v/Q = v2 +2v/Q+1/Q2 −1/Q2 (6.65)

1−1/Q2 = u2 +(v+1/Q)2 (6.66)
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Figure 6.28: Constant Q circles on the Smith Chart. Lower Q is near the real axis.

This is an equation for another circle, centered at (u,v) = (0,−1/Q) with a radius of R =
√

1+ 1
Q2 .

For a capacitive element, the same derivation holds except the circle is centered at (u,v) =
(0,+1/Q). Circles of constant Q are plotted in Fig. 6.28. You can hand sketch these circles
by noting that Q = 1 intersects both the 1+ jx circle and the r± j circle. Likewise, Q = 2 will
intersect both the 1+ jx circle and the r±2 j circle.

Single Stage vs Two-Stage Matching Network
We can now see visually how a two-stage matching network obtains wider bandwidth and lower
loss by reducing the network Q. Notice that with a one stage matching network shown in Fig. 6.29,
the Q is fixed (we already knew this but now we see it graphically). On the other hand, with a
two-stage matching network we can actually take different paths and lower the Q.

For broadband matching, we should therefore “hug" the real axis z = r+0x. At high frequency,
we can also include transmission line leads into the network to make the matching correspond to a
more realistic scenario, with distributed parastics. We pick a desired Q (set by bandwidth), and
then never allow the matching ratio to go above this value. The number of steps required will be set
by the matching ratio.
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Figure 6.29: Single stage versus multi-stage matching networks.





7. Two-Port Networks and Amplifiers

7.1 Introduction to Two-Port Parameters

Consider the generic two-port amplifier shown in Fig. 7.1. Note that any two-port linear and time-
invariant circuit can be described in this way. We can use any two-port parameter set, including
admittance parameters Y , impedance parameters Z, hybrid H or inverse-hybrid parameters G. These
parameters represent a linear relation between the input/output voltages and currents. If we take
linear combinations of current and voltage, we can derive other parameter sets, the most important
of which is the scattering or S parameters. We may also choose to represent input versus output,
which simplifies analysis of cascade of two-ports, such as the ABCD parameter set

(
v1
i1

)
=

(
A B
C D

)(
v2
−i2

)

As shown in Fig. 9.21, the cascade of two blocks is obtained through simple matrix multipli-
cation if we redefine the direction of i2 so that it flows out of the first block and into the second
block.

In this Chapter we review two-port parameters and derive equations for the gain, input/output
impedance, and optimal source/load to realize the optimal gain. Next we introduce the important
concept of scattering (S) parameters, which are used extensively in high frequency design of
amplifiers, filters, and other building blocks. In the laboratory, we measure the properties of a
circuit using a network analyzer, which measures the S parameters directly. While it is easy to

+
vs

−

YS

YL

[
y11 y12
y21 y22

]

Figure 7.1: A generic amplifier represented as a two-port.
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convert from S parameters to other parameters, in many situations it will be convenient to “think”
using s-parameters.

7.1.1 Choosing Two-Port Parameters
All two-port parameters are equivalent in their description of a linear system. The best choice of
the parameter set is determined by finding the parameters that simplify calculations. For instance,
if shunt feedback is applied, Y parameters are most convenient, whereas series feedback favors Z
parameters. Other combinations of shunt/series can be easily described by H or G. In Fig. 7.3 the
feedback is connected in series with the output and in shunt with the input so we see that we are
sensing the output current and feeding back a current to the input. As such the most appropriate
parameter set should involve currents/voltages which are the same for both blocks. In this case the
input voltage and the output current are the same for each block whereas the total input current and
output voltage are a summation of the amplifier and feedback blocks

(
i1
v2

)
=

(
ia,1
va,2

)
+

(
i f ,1
v f ,2

)
=

(
ga

11 ga
12

ga
21 ga

22

)(
v1
i2

)
+

(
g f

11 g f
12

g f
21 g f

22

)(
v1
i2

)
=

(
ga

11 +g f
11 ga

12 +g f
12

ga
21 +g f

21 ga
22 +g f

22

)(
v1
i2

)

As mentioned already, the ABCD parameters are useful for cascading two-ports. Many of the
results that we derive in terms of say Y -parameters can be applied to other two-port parameters
(input impedance, output impedance, gain, etc) by simple substitution. In the laboratory we always
use S parameters, since this is actually the way in which we measure two-port parameters at high
frequencies.

7.1.2 Y Parameters
First let’s use the Y or admittance parameters since they are familiar and easy to use

(
i1
i2

)
=

(
y11 y12
y21 y22

)(
v1
v2

)

Notice that y11 is the short circuit input admittance

y11 =
i1
v1

∣∣∣∣
v2=0

The same can be said of y22. The forward transconductance is described by y21

y21 =
i2
v1

∣∣∣∣
v2=0

whereas the reverse transconductance is described by y12. If a two-port amplifier is unilateral, then
y12 = 0

[
A B
C D

]



[
A B
C D

]



+
v

−

+
v

−

+
v

−

+
v

−

i i i i_ _

Figure 7.2: If we reverse the current direction on the second port, we can cascade two-ports using
the ABCD parameters.
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+
vs

−

YS

YL

Yin

Yout

Amp

Feedback

Figure 7.3: A generic feedback amplifier represented as an interconnection of two-ports. Note a
series connection is made at the output (current sense) and shunted with the input (current feedback).

roCin

Cµ

gmvin

+
vin

−

Yπ

Yµ

Yo

Rin Co

Figure 7.4: A hybrid-pi circuit as a two-port.

gmvinYπ

Yµ

Yo

+
v1
−

i2

+
v2
−

= 0 gmvinYπ

Yµ

Yo

+
v2
−

i1

+
v1
−

= 0

(a) (b)

Figure 7.5: Setup to calculate (a) input admittance and (b) output admittance parameters.
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7.1.3 Hybrid-Π Admittance Parameters
Let’s compute the Y parameters for the common hybrid-Π model shown in Fig. 7.4. With the aid of
Fig. 7.5a,

y11 = yπ + yµ

y21 = gm − yµ

And with the aid of Fig. 7.5b

y22 = yo + yµ

y12 =−yµ

Note that the hybrid-Π model is unilateral if yµ = sCµ = 0. Therefore it’s unilateral at DC.
A good amplifier has a high ratio y21/y12 because we expect the forward transconductance to
dominate the behavior of the device.

Why Use Two-Port Parameters?
Given that you can analyze amplifiers in detail using KVL/KCL, why use two-port parameters,
which are more abstract than the equivalent circuit? The answer is that the parameters are generic
and independent of the details of the amplifier. What resides inside the two-port can be a single
transistor or a multi-stage amplifier. In addition, high frequency transistors are more easily described
by two-port parameters (due to distributed input gate resistance and induced channel resistance).
Also, feedback amplifiers can often be decomposed into an equivalent two-port unilateral amplifier
and a two-port feedback section. Most importantly, two-port analysis will be used to make some
very general conclusions about the stability and “optimal” power gain of a two-port. This in turn
will allow us to define some useful metrics for transistors and amplifiers.

7.1.4 Voltage Gain and Input Admittance
Let’s begin with some easy calculations for a loaded two-port shown in Fig. 7.1. Since i2 =−v2YL,
we can write

(y22 +YL)v2 =−y21v1

Which leads to the “internal” two-port gain

Av =
v2

v1
=

−y21

y22 +YL

The input admittance is easily calculated from the voltage gain

Yin =
i1
v1

= y11 + y12
v2

v1

Yin = y11 −
y12y21

y22 +YL

By symmetry we can write down the output admittance by inspection

Yout = y22 −
y12y21

y11 +YS

For a unilateral amplifier y12 = 0 implies that

Yin = y11
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Yout = y22

and so the input and output impedance are decoupled. This is a very important property of a
unilateral amplifier which simplifies the analysis of optimal gain and stability considerably.

The external voltage gain, or the gain from the voltage source to the output can be derived by a
simple voltage divider equation

A′
v =

v2

vs
=

v2

v1

v1

vs
= Av

YS

Yin +YS
=

−YSy21

(y22 +YL)(YS +Yin)

If we substitute and simplify the above equation we have

A′
v =

−YSy21

(YS + y11)(YL + y22)− y12y21
(7.1)

7.1.5 Feedback Amplifiers and Y -Params
Note that in an ideal feedback system, the amplifier is unilateral and the closed loop gain is given
by

y
x
=

A
1+A f

If we unilaterize the two-port by arbitrarily setting y12 = 0, from Eq. 7.1, we have an “open” loop
forward gain of

Avu = A′
v

∣∣
y12=0 =

−YSy21

(YS + y11)(YL + y22)

Rewriting the gain A′
v by dividing numerator and denominator by the factor (YS +y11)(YL +y22) we

have

A′
v =

−YSy21
(YS+y11)(YL+y22)

1− y12y21
(YS+y11)(YL+y22)

We can now see that the “closed” loop gain with y12 ̸= 0 is given by

A′
v =

Avu

1+T

where T is identified as the loop gain

T = Avu f =
−y12y21

(YS + y11)(YL + y22)

Using the last equation also allows us to identify the feedback factor

f =
y12

YS

If we include the loading by the source YS, the input admittance of the amplifier is given by

Yin = YS + y11 −
y12y21

YL + y22

Note that this can be re-written as

Yin = (YS + y11)

(
1− y12y21

(YS + y11)(YL + y22)

)
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+
vs

−

YS

YL

[
y11 y12
y21 y22

]

Pin PL

Pav,s Pav,l

Figure 7.6: Various definitions of power in a two-port.

The last equation can be re-written as

Yin = (YS + y11)(1+T )

Since YS + y11 is the input admittance of a unilateral amplifier, we can interpret the action of the
feedback as raising the input admittance by a factor of 1+T . Likewise, the same analysis yields

Yout = (YL + y22)(1+T )

It’s interesting to note that the same equations are valid for series feedback using Z parameters,
in which case the action of the feedback is to boost the input and output impedance. For the hybrid
H parameters, the action of the series feedback at the input also raises the input impedance but the
action of the shunt output connection lowers the output impedance. The inverse applies for the
inverse-hybrid G parameters.

7.2 Power Gain
We can define power gain in many different ways. You may think that the power gain Gp is defined
as follows

Gp =
PL

Pin
= f (YL,Yi j) ̸= f (YS)

is the best way, but notice that this gain is a function of the load admittance YL and the two-port
parameters Yi j, but not the source admittance. In other words, Gp is the load power normalized by
the input power. If the input power is very small, such as in a source mismatch condition, then the
output power will also be small. This is hidden from Gp.

The transducer gain defined by

GT =
PL

Pav,S
= f (YL,YS,Yi j)

measures the power deliverd to the load normalized by the available power from the source (Pav,S).
This is a measure of the efficacy of the two-port as it compares the power at the load to a simple
conjugate match. As such it is a function of the source and the load.

The available power gain is defined as follows

Ga =
Pav,L

Pav,S
= f (YS,Yi j) ̸= f (YL)
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YSIS

�
Y11 Y12

Y21 Y22

�
YeqIeq

Figure 7.7: The Norton equivalent of a two-port from the output port.

where the available power from the two-port is denoted Pav,L. This quantity is only a function of the
load admittance and measures the efficiency of the output matching network.

The power gain is readily calculated from the input admittance and voltage gain

Pin =
|V1|2

2
ℜ(Yin)

PL =
|V2|2

2
ℜ(YL)

Gp =

∣∣∣∣
V2

V1

∣∣∣∣
2

ℜ(YL)

ℜ(Yin)

Gp =
|Y21|2

|YL +Y22|2
ℜ(YL)

ℜ(Yin)

To derive the available power gain, consider a Norton equivalent for the two-port where (short
port two) shown in Fig. 7.7

Ieq = I2 = Y21V1 =
Y21

Y11 +YS
IS

The Norton equivalent admittance is simply the output admittance of the two-port

Yeq = Y22 −
Y21Y12

Y11 +YS

The available power at the source and load are given by

Pav,S =
|IS|2

8ℜ(YS)

Pav,L =
|Ieq|2

8ℜ(Yeq)

Ga =

∣∣∣∣
Ieq

IS

∣∣∣∣
2

ℜ(YS)

ℜ(Yeq)

Ga =

∣∣∣∣
Y21

Y11 +YS

∣∣∣∣
2

ℜ(YS)

ℜ(Yeq)

The transducer gain is given by

GT =
PL

Pav,S
=

1
2 ℜ(YL)|V2|2

|IS|2
8ℜ(YS)

= 4ℜ(YL)ℜ(YS)

∣∣∣∣
V2

IS

∣∣∣∣
2
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+
vs

−

YS

YL

[
y11 y12
y21 y22

]

Pin = Pav,s

Yin = Y ∗
S

+
vs

−

YS

YL

[
y11 y12
y21 y22

]

Yout = Y ∗
L

PL = Pav,l

(a) (b)

Figure 7.8: (a) A two-port matched at the input port. (b) A two-port matched at the output port.

We need to find the output voltage in terms of the source current. Using the voltage gain we have
and input admittance we have

∣∣∣∣
V2

V1

∣∣∣∣=
∣∣∣∣

Y21

YL +Y22

∣∣∣∣

IS =V1(YS +Yin)
∣∣∣∣
V2

IS

∣∣∣∣=
∣∣∣∣

Y21

YL +Y22

∣∣∣∣
1

|YS +Yin|

|YS +Yin|=
∣∣∣∣YS +Y11 −

Y12Y21

YL +Y22

∣∣∣∣

We can now express the output voltage as a function of source current as

∣∣∣∣
V2

IS

∣∣∣∣
2

=
|Y21|2

|(YS +Y11)(YL +Y22)−Y12Y21|2

And thus the transducer gain

GT =
4ℜ(YL)ℜ(YS)|Y21|2

|(YS +Y11)(YL +Y22)−Y12Y21|2

There is no need to redefine the power gains for the other parameter sets since all of the gain
expression we have derived are in the exact same form for the impedance, hybrid, and inverse
hybrid matrices. Simply change y to z, h or g.

7.2.1 Comparison of Power Gains
Since Pin ≤ Pav,s, we see that GT ≤ Gp. Under what condition is GT = Gp? Simply when the input
impedance is conjugately matches to the source impedance (Fig. 7.8a). Since PL ≤ Pav,l , we see
that GT ≤ Ga. Again, equality is obtained when the load is conjugately matched to the two-port
output impedance (Fig. 7.8b). In summary

GT,max,L =
PL(YL = Y ∗

out)

Pav,S
= Ga

GT,max,S = GT (Yin = Y ∗
S ) = Gp
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+
vs

−

YS

YL

[
y11 y12
y21 y22

]

Yout = Y ∗
L

PL = Pav,lPin = Pav,s

Yin = Y ∗
S

Figure 7.9: The bi-conjugate match, or simultaneous input and output match.

Input and Output Conjugate Match
It should be clear now that if we simultaneously conjugate match both the input and output of a
two-port, we’ll obtain the maximum possible power gain (Fig. 7.9). Under this condition all three
gains are equal

Gp,max = GT,max = Ga,max

This is thus the recipe for calculating the optimal source and load impedance in to maximize gain

Yin = Y11 −
Y12Y21

YL +Y22
= Y ∗

S

Yout = Y22 −
Y12Y21

YS +Y11
= Y ∗

L

Solution of the above four equations (real/imag) results in the optimal YS,opt and YL,opt , or the
solution to a pair of quadratic equations.

Calculation of Optimal Source/Load
Another approach to the problem of calculating the optimal source/load is to simply equate the
partial derivatives of GT with respect to the source/load admittance to zero to

∂GT

∂GS
=

∂GT

∂BS
=

∂GT

∂GL
=

∂GT

∂BL
= 0

Again we have four equations. But we should be smarter about this and recall that the maximum
gains are all equal. Since Ga and Gp are only a function of the source or load, we can get away
with only solving two equations. For instance

∂Ga

∂GS
=

∂Ga

∂BS
= 0

This yields YS,opt and by setting YL = Y ∗
out we can find the YL,opt . Likewise we can also solve

∂Gp

∂GL
=

∂Gp

∂BL
= 0

And now use YS,opt = Y ∗
in. Let’s outline the procedure for the optimal power gain. We’ll use the

power gain Gp and take partials with respect to the load. Let

Yjk = m jk + jn jk

YL = GL + jXL
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Y12Y21 = P+ jQ = Le jφ

Gp =
|Y21|2

D
GL

ℜ

(
Y11 −

Y12Y21

YL +Y22

)
= m11 −

ℜ(Y12Y21(YL +Y22)
∗)

|YL +Y22|2

D = m11|YL +Y22|2 −P(GL +m22)−Q(BL +n22)

∂Gp

∂BL
= 0 =−|Y21|2GL

D2
∂D
∂BL

Solving the above equation we arrive at the following solution

BL,opt =
Q

2m11
−n22

In a similar fashion, solving for the optimal load conductance

GL,opt =
1

2m11

√
(2m11m22 −P)2 −L2

If we substitute these values into the equation for Gp (lot’s of algebra ...), we arrive at

Gp,max =
|Y21|2

2m11m22 −P+
√
(2m11m22 −P)2 −L2

Notice that for the solution to exists, GL must be a real number. In other words

(2m11m22 −P)2 > L2

(2m11m22 −P)> L

K =
2m11m22 −P

L
> 1

The condition on the factor K is important as we will later show that it also corresponds to an
unconditionally stable two-port. We can recast all of the work up to here in terms of K

YS,opt =
Y12Y21 + |Y12Y21|(K +

√
K2 −1)

2ℜ(Y22)

YL,opt =
Y12Y21 + |Y12Y21|(K +

√
K2 −1)

2ℜ(Y11)

Gp,max = GT,max = Ga,max =
Y21

Y12

1
K +

√
K2 −1

7.2.2 Maximum Gain
The maximum gain is usually written in the following insightful form

Gmax =
Y21

Y12
(K −

√
K2 −1)

For a reciprocal network, such as a passive element, Y12 = Y21 and thus the maximum gain is given
by the second factor

Gr,max = K −
√

K2 −1
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Since K > 1, |Gr,max|< 1. The reciprocal gain factor is known as the efficiency of the reciprocal
network. The first factor, on the other hand, is a measure of the non-reciprocity.

The case of a unilateral amplifier is of particular interest

GTU =
4|y21|2ℜ(YL)ℜ(YS)

|(y22 +YL)(YS +Yin)|2

The transducer gain is maximum under a conjugate input/output match

YS = Y ∗
in = Y ∗

11

YL = Y ∗
out = Y ∗

22

Resulting in a maximum unilateral gain

GTU,max =
|y21|2

4ℜ(YL)ℜ(YS)

Take for instance the hybrid-π model discussed earlier (Fig. 7.24). If we assume the model is
unilateral, e.g. Cµ ≈ 0, then

y11 = Yπ +Yµ ≈ Yπ

y22 = Yo +Yµ ≈ Yo

y21 = gm−Yµ ≈ gm

y11 = Yµ ≈ 0

Using the formula derived for GTU,max we have

GTU,max =
4g2

m

ℜ(y11)ℜ(y22)

For an ideal FET, the input admittance is imaginary, e.g. ℜ(y11) = 0, which implies infinite power
gain. This is a non-physical result and so we can see that a real FET must have physical resistance
on the input side. In practice the gate resistance comes from the poly-gate structure, the interconnect,
and the induced channel resistance.

7.2.3 Two-Port Stability and Negative Resistance
A two-port network is unstable if it supports non-zero currents/voltages with passive terminations

(
i1
i2

)
=

(
y11 y12
y21 y22

)(
v1
v2

)

Since i1 =−v1YS and i2 =−v2YL

(
y11 +YS y12

y21 y22 +YL

)(
v1
v2

)
= 0

The only way to have a non-trial solution is for the determinant of the matrix to be zero at a
particular frequency. Taking the determinant of the matrix we have

(YS + y11)(YL + y22)− y12y21 = 0
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Let’s re-write the above in the following form

YS + y11 −
y12y21

y22 +YL
= 0

or

YS +Yin = 0

equivalently

YL +Yout = 0

A network is unstable at a particular frequency if YS+Yin = 0, which means the condition is satisfied
for both the real and imaginary part. In particular

ℜ(YS +Yin) = ℜ(YS)+ℜ(Yin) = 0

Since the terminations are passive, ℜ(YS)> 0 which implies that

ℜ(Yin)< 0

The same equations also show that

ℜ(Yout)< 0

So if these conditions are satisfied, the two-port is unstable.
The conditions for stability are a function of the source and load termination

ℜ(Yin) = ℜ

(
y11 −

y12y21

YL + y22

)
> 0

ℜ(Yout) = ℜ

(
y22 −

y12y21

YS + y11

)
> 0

For a unilateral amplifier, the conditions are simple and only depend on the two-port

ℜ(y11)> 0

ℜ(y22)> 0

Stability Factor
In general, it can be shown that a two-port is absolutely stable if

ℜ(y11)> 0

ℜ(y22)> 0

and

K > 1

Where the stability factor K is given by

K =
2ℜ(y11)ℜ(y22)−ℜ(y12y21)

|y12y21|
The stability of a unilateral amplifier with y12 = 0 is infinite (K =∞) which implies absolute stability
(as long as ℜ(y11)> 0 and ℜ(y22)> 0). An amplifier with absolute stability means that the two-port
is stable for all passive terminations at either the load or the source. This is a conservative situation
in applications where the source and load impedances are well specified and well controlled. But in
certain situations the load or source impedance may vary greatly. For instance the input impedance
of an antenna can vary if the antenna is moved in proximity to conductors, bent, shorted, or broken.
An unstable two-port can be stabilized by adding sufficient loss at the input or output to overcome
the negative conductance.
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7.3 Scattering Parameters
Voltages and currents are difficult to measure directly at microwave frequencies. The Z matrix
requires “opens”, and it’s hard to create an ideal open circuit due to parasitic capacitance and
radiation. Likewise, a Y matrix requires “shorts”, again ideal short circuits are impossible at high
frequency due to the finite inductance. Furthermore, many active devices could oscillate under the
open or short termination. In practice, we measure scattering or S-parameters at high frequency. The
measurement is direct and only involves measurement of relative quantities (such as the standing
wave ratio). It’s important to realize that although we associate S parameters with high frequency
and wave propagation, the concept is valid for any frequency.

7.3.1 Power Flow in an One-Port
The concept of scattering parameters is very closely related to the concept of power flow. For this
reason, we begin with the simple observation that the power flow into a one-port circuit can be
written in the following form

Pin = Pavs −Pr

where Pavs is the available power from the source. Unless otherwise stated, let us assume sinusoidal
steady-staet. If the source has a real resistance of Z0, this is simply given by

Pavs =
V 2

s

8Z0

Of course if the one-port is conjugately matched to the source, then it will draw the maximal
available power from the source. Otherwise, the power Pin is always less than Pavs, which is
reflected in our equation. In general, Pr represents the wasted or untapped power that one-port
circuit is “reflecting” back to the source due to a mismatch. For passive circuits it’s clear that each
term in the equation is positive and Pin ≥ 0.

The complex power absorbed by the one-port is given by

Pin =
1
2
(v1 · I∗1 +V ∗

1 · i1)

which allows us to write

Pr = Pavs −Pin =
V 2

s

4Z0
− 1

2
(V1I∗1 +V ∗

1 I1)

the factor of 4 instead of 8 is used since we are now dealing with complex power. The average
power can be obtained by taking one half of the real component of the complex power. If the
one-port has an input impedance of Zin, then the power Pin is expanded to

Pin =
1
2

(
Zin

Zin +Z0
Vs ·

V ∗
s

(Zin +Z0)∗
+

Z∗
in

(Zin +Z0)∗
Vs ·

Vs

(Zin +Z0)

)

which is easily simplified to

Pin =
|Vs|2
2Z0

(
Z0Zin +Z∗

inZ0

|Zin +Z0|2
)

where we have assumed Z0 is real. With the exception of a factor of 2, the premultiplier is simply
the source available power, which means that our overall expression for the reflected power is given
by

Pr =
V 2

s

4Z0

(
1−2

Z0Zin +Z∗
inZ0

|Zin +Z0|2
)
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which can be simplified

Pr = Pavs

∣∣∣∣
Zin −Z0

Zin +Z0

∣∣∣∣
2

= Pavs|Γ|2

where we have defined Γ, or the reflection coefficient, as

Γ =
Zin −Z0

Zin +Z0

From the definition it is clear that |Γ| ≤ 1, which is just a re-statement of the conservation of energy
implied by our assumption of a passive load. This constant Γ, also called the scattering parameter of
a one-port, plays a very important role. On one hand we see that it is has a one-to-one relationship
with Zin. Given Γ we can solve for Zin by inverting the above equation

Zin = Z0
1+Γ

1−Γ

which means that all of the information in Zin is also in Γ. Moreover, since |Γ| < 1, we see that
the space of the semi-infinite space of all impedance values with real positive components (the
right-half plane) maps into the unit circle. This is a great compression of information which allows
us to visualize the entire space of realizable impedance values by simply observing the unit circle.
We shall find wide application for this concept when finding the appropriate load/source impedance
for an amplifier to meet a given noise or gain specification.

More importantly, Γ expresses very direct and obviously the power flow in the circuit. If Γ = 0,
then the one-port is absorbing all the possible power available from the source. If |Γ|= 1 then the
one-port is not absorbing any power, but rather “reflecting” the power back to the source. Clearly
an open circuit, short circuit, or a reactive load cannot absorb net power. For an open and short
load, this is obvious from the definition of Γ. For a reactive load, this is pretty clear if we substitute
Zin = jX

|ΓX |=
∣∣∣∣

jX −Z0

jX +Z0

∣∣∣∣=

∣∣∣∣∣∣

√
X2 +Z2

0√
X2 +Z2

0

∣∣∣∣∣∣
= 1

The transformation between impedance and Γ is a well known mathematical transform (see Bilinear
Transform). It is a conformal mapping (meaning that it preserves angles) which maps vertical
and horizontal lines in the impedance plane into circles. We have already seen that the jX axis is
mapped onto the unit circle.

Since |Γ|2 represents power flow, we may imagine that Γ should represent the flow of voltage,
current, or some linear combination thereof. Consider taking the square root of the basic equation
we have derived

√
Pr = Γ

√
Pavs

where we have retained the positive root. We may write the above equation as

b1 = Γa1

where a and b have the units of square root of power and represent signal flow in the network. How
are a and b related to currents and voltage? Let

a1 =
V1 +Z0I1

2
√

Z0
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a1

a2b1

b2

[S]

Figure 7.10: A two-port black box with normalized waves a and b.

and

b1 =
V1 −Z0I1

2
√

Z0

It is now easy to show that for the one-port circuit, these relations indeed represent the available
and reflected power:

|a1|2 =
|V1|2
4Z0

+
Z0|I1|2

4
+

V ∗
1 · I1 +V1 · I∗1

4

Now substitute V1 = ZinVs/(Zin +Z0) and I1 =Vs/(Zin +Z0) we have

|a1|2 =
|Vs|2
4Z0

|Zin|2
|Zin +Z0|2

+
Z0|Vs|2

4|Zin +Z0|2
+

|Vs|2
4Z0

Z∗
inZ0 +ZinZ0

|Zin +Z0|2

or

|a1|2 =
|Vs|2
4Z0

( |Zin|2 +Z2
0 +Z∗

inZ0 +ZinZ0

|Zin +Z0|2
)
=

|Vs|2
4Z0

( |Zin +Z0|2
|Zin +Z0|2

)
= Pavs

In a like manner, the square of b is given by many similar terms

|b1|2 =
|Vs|2
4Z0

( |Zin|2 +Z2
0 −Z∗

inZ0 −ZinZ0

|Zin +Z0|2
)
= Pavs

∣∣∣∣
|Zin −Z0

Zin +Z0

∣∣∣∣
2

= Pavs|Γ|2

as expected. We can now see that the expression b = Γ ·a is analogous to the expression V = Z · I
or I = Y ·V and so it can be generalized to an N-port circuit. In fact, since a and b are linear
combinations of v and i, there is a one-to-one relationship between the two. Taking the sum and
difference of a and b we arrive at

a1 +b1 =
2V1

2
√

Z0
=

V1√
Z0

which is related to the port voltage and

a1 −b1 =
2Z0I1

2
√

Z0
=
√

Z0I1

which is related to the port current.

7.3.2 Scattering Parameters for a Two-Port
Let us now generalize the concept of scattering parameters to a two-port and write

b1 = S11a1 +S12a2

b2 = S21a1 +S22a2



164 Chapter 7. Two-Port Networks and Amplifiers

with reference to Fig. 7.10, we can interpret the above equation as follows. If we drive a two-port
with a source, then a1 represents the available power from the source, and some fraction of that
power will be reflected due to S11 (mismatch at the input) and some fraction of that power will
“transmitted” to the the second port. In other words, the signal b2 represents the transmitted signal
flowing into the load connected on port two. But if port two is not matched, then this power cannot
be fully absorbed and some of that power must flow back into the system, represented by a2. Let us
make this intuitive picture more rigorous by finding the meaning of each parameter. First consider
S11, which is easy to to understand if we can set a2 = 0. From the definition of a2, we have

a2 =
V2 +Z0I2

2
√

Z0
= 0

or

V2

−I2
= Z0

which is tantamount to loading the second port with a resistance of Z0. Under this condition, then,
we can readily identify S11

S11 =
b1

a1

∣∣∣∣
a2=0

as simply the same as Γ for a one-port circuit. In other words, this is the ratio of the signal “reflected”
back to the source and 1−|S11|2 therefore represents the amount of the available source power
flowing into the two-port circuit. Note that this is true as long as the second port is terminated in Z0.
Using the second equation, we have

S21 =
b2

a1

∣∣∣∣
a2=0

which represents the signal flowing out of the two-port and towards the load normalized by the
available source power flowing into port 1. In other words, this represents the gain of the two-port
under the matched condition. Note that under matched conditions the signals a1 and b2 take on
particular simply forms

a1 =
V1 + I1Z0

2
√

Z0
=V

1+ I1
V1

Z0

2
√

Z0
=

2V1√
Z0

and

b2 =
V2 − I2Z0

2
√

Z0
=V2

1− I1
V1

Z0

2
√

Z0
=

2V2√
Z0

which means

S21 =
V2

V1
= 2

V2

Vs

which is simply twice the voltage gain of the circuit from the load to the source. This follows since
the signal V1 is exactly half of the source voltage under matched conditions. |S21|2 is the power
gain of the two-port when both ports are terminated by Z0 since in this case all the available source
power flows into the two port and the amount appearing at the load is given by |b2|2. If |S21|> 1,
that means there is more power at the load than power flowing into the two-port, which can only be
true if the two-port is active. If we interchange the order of the ports, we immediately see that S22
is likewise the output reflection coefficient under matched conditions and S12 is the reverse gain of
the two-port.
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Figure 7.11: An arbitrary N port circuit with incident and reflected waves at each port.
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−

ZSIS a
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bs

Figure 7.12: A voltage source with source impedance ZS.

7.3.3 Representation of Source
How do we represent the voltage source in Fig. 7.12 with a source impedance Zs ̸= Z0 directly with
S parameters? Start with the I-V relation

Vi =Vs − IsZs

The voltage source can be represented directly for s-parameter analysis as follows. First note that

(a+b)
√

Z0 =Vs +

(
a−b√

Z0

)
Zs

or

b(Z0 −Zs) =
√

Z0Vs −a(Zs +Z0)

Solve these equations for a, the power flowing into a two-port

a =

√
Z0Vs

Zs +Z0
+b

Z0 −Zs

Z0 +Zs

Define Γs as the source reflection coefficient and bs as the source signal

Γs =
Z0 −Zs

Z0 +Zs

bs =

√
Z0Vs

Zs +Z0
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With these definitions in place, the power flow away from the source has a simple form

a = bs +bΓs

If the source is matched to Z0, then Γs = 0 and the total power flowing out of the source is the same
as the source power. Otherwise the source signal power should include any reflections occurring at
the source itself.

Available Power from Source
A useful quantity is the available power from a source under conjugate matched conditions. Let’s
begin by noting that the power flowing into a load ΓL is given by

PL = |a|2 −|b|2 = |a|2(1−|ΓL|2)

Using the fact that b = ΓLa, the input power signal is given by

a = bs +bΓs = bs +ΓLΓsa

or

a =
bs

1−ΓLΓs

Therefore the power flowing into the load is given by

PL =
|bs|2(1−|ΓL|2)
|1−ΓLΓs|2

To draw the available power from the source, we should conjugately match the load ΓL = Γ∗
s

Pavs = PL|ΓL=Γ∗
s
=

|bs|2(1−|Γs|2)
|1−|Γs|2|2

=
|bs|2

1−|Γs|2

7.3.4 Incident and Scattering Waves
If you’re familiar with transmission line theory, then you clearly understand the origin of the term
“reflected” signal and “transmitted” signal. In transmission line theory, signal a is often called the
“forward” wave and represetned by v+ and b is called the reflected or scattered wave and denoted
by v−. In a transmission line the power is actually reflected since the source does not know the port
impedance until information travels from the source to the two-port and then back to the source
again (limited by the speed of light) and so there is a physical origin to the terminology. In lumped
circuit theory, there is no time delay, but we use the same terminology. For an N port circuit,
consider N transmission line connected to each port (Fig. 7.11) and define the reference plane as
the point where the transmission line terminates onto the port. In transmission line parlance, these
signals are voltages (and currents), so we define them as follows

v+ =V + IZ0

v− =V − IZ0

Notice the similarity to the definition of a and b, where the normalization and power factors are
missing. The vectors v− and v+ are the incident and “scattered” waveforms

v+ =




V+
1

V+
2

V+
3
...



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Figure 7.13: An N port circuit with all ports terminated so that V+
j = 0 for j ̸= 1.

v− =




V−
1

V−
2

V−
3
...




Because the N port is linear, we expect that scattered field to be a linear function of the incident
field

v− = Sv+

S is the scattering matrix

S =




S11 S12 · · ·
S21

. . .
...




The fact that the S matrix exists can be easily proved using transmission line theory. The voltage
and current on each transmission line termination can be written as

Vi =V+
i +V−

i

Ii = Y0(I+i − I−i )

Inverting these equations

Vi +Z0Ii =V+
i +V−

i +V+
i −V−

i = 2V+
i

Vi −Z0Ii =V+
i +V−

i −V+
i +V−

i = 2V−
i

Thus v+,v− are simply linear combinations of the port voltages and currents. By the uniqueness
theorem, then, v− = Sv+.

Measurement of Si j

The term Si j can be computed directly by the following formula

Si j =
V−

i

V+
j

∣∣∣∣∣
V+

k =0∀k ̸= j
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Solve for V+
k = 0

V+
k =Vk + IkZ0 = 0

or

Vk

−Ik
= Z0

which means we terminate port k with an impedance Z0 and measure the scattered waves. From
a transmission line perspective, to measure Si j, drive port j with a wave amplitude of V+

j and
terminate all other ports with the characteristic impedance of the lines (so that V+

k = 0 for k ̸= j),
as shown in Fig. 7.13. Then observe the wave amplitude coming out of the port i.

Example 9:

Z0 C

Let’s calculate the S parameter for a capacitor

S11 =
V−

1

V+
1

We can also do the calculation directly from the definition of S parameters. Substituting
for the current in a capacitor

V−
1 =V − IZ0 =V − jωCV =V (1− jωCZ0)

V+
1 =V + IZ0 =V + jωCV =V (1+ jωCZ0)

Alternatively, this is just the reflection coefficient for a capacitor

S11 = ρL =
ZC −Z0

ZC +Z0
=

1
jωC −Z0

1
jωC +Z0

=
1− jωCZ0

1+ jωCZ0

and the ratio yields the same result as expected.
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Z0 Z0ZL

Example 10:

Consider a shunt impedance connected at the junction of two transmission lines. If we
terminate port 2 in an impedance Z0, then the current I1 =V1/R||Z0, which allows us
to write

V−
1 =V1 − I1Z0 =V1

(
1− Z0

R||Z0

)

In a like manner, the incident wave is given by

V+
1 =V1 + I1Z0 =V1

(
1+

Z0

R||Z0

)

The ratio gives us the scattering coefficient

S11 =
1− Z0

R||Z0

1+ Z0
R||Z0

=
R||Z0 −Z0

R||Z0 +Z0

From transmission line theory, we recognize this to be the reflection coefficient seen at
port one when port two is terminated in Z0. We can also calculate S21 by noting that

V−
2 =V2 −Z0I2 =V1 −Z0

(−V1

Z0

)
= 2V1

Taking the ratio with the incident wave V+
1

S21 =
V−

2

V+
1

∣∣∣∣
V−

2 =0
=

2
1+ Z0

R||Z0

=
2R||Z0

R||Z0 +Z0

By symmetry, we have the complete two-port scattering parameters. Another approach
is to use transmission line theory. Start by observing that the voltage at the junction is
continuous. The currents, though, differ

V1 =V2

I1 + I2 = YLV2

To compute S11, enforce V+
2 = 0 by terminating the line. Thus we can be re-write the

above equations

V+
1 +V−

1 =V−
2

Y0(V+
1 −V−

1 ) = Y0V−
2 +YLV−

2 = (YL +Y0)V−
2

We can now solve the above equation for the reflected and transmitted wave

V−
1 =V−

2 −V+
1 =

Y0

YL +Y0
(V+

1 −V−
1 )−V+

1
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V−
1 (YL +Y0 +Y0) = (Y0 − (Y0 +YL))V+

1

S11 =
V−

1

V+
1

=
Y0 − (Y0 +YL)

Y0 +(YL +Y0)
=

Z0||ZL −Z0

Z0||ZL +Z0

The above equation can be written by inspection since Z0||ZL is the effective load seen
at the junction of port 1. Thus for port 2 we can write

S22 =
Z0||ZL −Z0

Z0||ZL +Z0

Likewise, we can solve for the transmitted wave, or the wave scattered into port 2

S21 =
V−

2

V+
1

Since V−
2 =V+

1 +V−
1 , we have

S21 = 1+S11 =
2Z0||ZL

Z0||ZL +Z0

By symmetry, we can deduce S12 as

S12 =
2Z0||ZL

Z0||ZL +Z0

Conversion Formula
Since V+ and V− are related to V and I, it’s easy to find a formula to convert for Z or Y to S

Vi =V+
i +V−

i → v = v++ v−

Zi0Ii =V+
i −V−

i → Z0i = v+− v−

Now starting with v = Zi, we have

v++ v− = ZZ−1
0 (v+− v−)

Note that Z0 is the scalar port impedance

v−(I +ZZ−1
0 ) = (ZZ−1

0 − I)v+

v− = (I +ZZ−1
0 )−1(ZZ−1

0 − I)v+ = Sv+

We now have a formula relating the Z matrix to the S matrix

S = (ZZ−1
0 + I)−1(ZZ−1

0 − I) = (Z +Z0I)−1(Z −Z0I)

Recall that the reflection coefficient for a load is given by the same equation!

ρ =
Z/Z0 −1
Z/Z0 +1

To solve for Z in terms of S, simply invert the relation

Z−1
0 ZS+ IS = Z−1

0 Z − I

Z−1
0 Z(I −S) = S+ I

Z = Z0(I +S)(I −S)−1

As expected, these equations degenerate into the correct form for a 1×1 system

Z11 = Z0
1+S11

1−S11
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Reciprocal Networks
We have found that the Z and Y matrix are symmetric. Now let’s see what we can infer about the S
matrix.

v+ =
1
2
(v+Z0i)

v− =
1
2
(v−Z0i)

Substitute v = Zi in the above equations

v+ =
1
2
(Zi+Z0i) =

1
2
(Z +Z0)i

v− =
1
2
(Zi−Z0i) =

1
2
(Z −Z0)i

Since i = i, the above equation must result in consistent values of i

2(Z +Z0)
−1v+ = 2(Z −Z0)

−1v−

Thus

S = (Z −Z0)(Z +Z0)
−1

Consider the transpose of the S matrix

St =
(
(Z +Z0)

−1)t
(Z −Z0)

t

Recall that Z0 is a diagonal matrix

St = (Zt +Z0)
−1(Zt −Z0)

If Zt = Z (reciprocal network), then we have

St = (Z +Z0)
−1(Z −Z0)

Previously we found that

S = (Z +Z0)
−1(Z −Z0)

So that we see that the S matrix is also symmetric (under reciprocity)

St = S

To see this another way, note that in effect we have shown that

(Z + I)−1(Z − I) = (Z − I)(Z + I)−1

This is easy to demonstrate if we note that

Z2 − I = Z2 − I2 = (Z + I)(Z − I) = (Z − I)(Z + I)

In general matrix multiplication does not commute, but here it does

(Z − I) = (Z + I)(Z − I)(Z + I)−1

(Z + I)−1(Z − I) = (Z − I)(Z + I)−1

Thus we see that St = S.
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Scattering Parameters of a Lossless Network
Consider the total power dissipated by a lossless network (must sum to zero)

Pav =
1
2

ℜ
(
vt i∗
)
= 0

Expanding in terms of the wave amplitudes

=
1
2

ℜ
(
(v++ v−)tZ−1

0 (v+− v−)∗
)

where we assume that Z0 are real numbers and equal. The notation is about to get ugly in the
expansion

=
1

2Z0
ℜ

(
v+tv+∗− v+tv−∗

+ v−tv+∗− v−tv−∗)

The middle terms sum to a purely imaginary number. Let x = v+ and y = v−

ytx∗− xty∗ = y1x∗1 + y2x∗2 + · · ·− x1y∗1 + x2y∗2 + · · ·= a−a∗

We have shown that

Pav =
1

2Z0


 v+tv+︸ ︷︷ ︸

total incident power

− v−tv−∗
︸ ︷︷ ︸

total reflected power


= 0

This is a rather obvious result. It simply says that the incident power is equal to the reflected power
(because the N port is lossless). Since v− = Sv+

v+tv+ = (Sv+)t(Sv+)∗ = v+tStS∗v+∗

This can only be true if S is a unitary matrix

StS∗ = I

S∗ = (St)−1

Orthogonal Properties of S
Expanding out the matrix product

δi j = ∑
k
(ST )ikS∗k j = ∑

k
SkiS∗k j

For i = j we have

∑
k

SkiS∗ki = 1

For i ̸= j we have

∑
k

SkiS∗k j = 0

The dot product of any column of S with the conjugate of that column is unity while the dot product
of any column with the conjugate of a different column is zero. If the network is reciprocal, then
St = S and the same applies to the rows of S. Note also that |Si j| ≤ 1.
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a1

a2

b1

b2

[T]

a3

b3

a4

b4

[T]

Figure 7.14: The cascade of two two-ports. The incident and reflected power at the connection
point.

Shift in Reference Planes
A convenient feature of the scattering parameters is that we can easily move the reference plane.
In other words, if we connect transmission lines of arbitrary length to any port, we can easily
de-embed their effect. We’ll derive a new matrix S′ related to S. Let’s call the waves at the new
reference ν

v− = Sv+

ν
− = S′ν+

Since the waves on the lossless transmission lines only experience a phase shift, we have a phase
shift of θi = βiℓi

ν
−
i = v−e− jθi

ν
+
i = v+e jθi

Or we have



e jθ1 0 · · ·
0 e jθ2 · · ·
0 0 e jθ3 · · ·
...


ν

− = S




e− jθ1 0 · · ·
0 e− jθ2 · · ·
0 0 e− jθ3 · · ·
...


ν

+

So we see that the new S matrix is simply

S′ =




e− jθ1 0 · · ·
0 e− jθ2 · · ·
0 0 e− jθ3 · · ·
...


S




e− jθ1 0 · · ·
0 e− jθ2 · · ·
0 0 e− jθ3 · · ·
...




7.3.5 Scattering Transfer Parameters
Up to now we found it convenient to represent the scattered waves in terms of the incident waves.
But what if we wish to cascade two ports as shown in Fig. 7.14? Since b2 flows into a′1, and likewise
b′1 flows into a2, would it not be convenient if we defined the a relationship between a1,b1 and
b2,a2? In other words we have

[
a1
b1

]
=

[
T11 T12
T21 T22

][
b2
a2

]

Notice carefully the order of waves (a,b) in reference to the figure above. This allows us to cascade
matrices

[
a1
b1

]
= T1

[
b2
a2

]
= T1

[
a3
b3

]
= T1T2

[
b4
a4

]



174 Chapter 7. Two-Port Networks and Amplifiers

a1

a2b1

b2

S11 S22

S12

S21

Figure 7.15: The signal-flow graph of a two-port.

7.4 Signal-Flow Analysis

Signal-flow analysis is a technique for graphically calculating the transfer function directly using
scattering parameters. Each signal a and b in the system is represented by a node. Branches
connect nodes with “strength” given by the scattering parameter. For example, a general two-port is
represented in Fig. 7.15. Using three simple rules, we can simplify signal flow graphs to the point
that detailed calculations are done by inspection. Of course we can always “do the math” using
algebra, so pick the technique that you like best.

a1 a2

SBSA

a3 a1

SBSA

a3

Figure 7.16: The series connection rule.

• Rule 1: (series rule) By inspection of Fig. 7.16, we have the cascade.

a1 a2

SB

SA

a1 a2

SA + SB

Figure 7.17: The parallel connection rule.

• Rule 2: (parallel rule) Clear by inspection of Fig. 7.17.
• Rule 3: (self-loop rule) We can remove a “self-loop” in Fig. 7.18 by multiplying branches

feeding the node by 1/(1−SB) since

a2 = SAa1 +SBa2

a2(1−SB) = SAa1

a2 =
SA

1−SB
a1

• Rule 4: (splitting rule) We can duplicate node a2 in Fig. 7.19 by splitting the signals at an
earlier phase
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a1 a2

SCSA

a3

SB

a1 a2

SC

a3

SA

1 − SB

Figure 7.18: The self-loop elimination rule.

a1

a2
SB

SA
a3

a4

SC

a1 a2

SB

SA

a3

a4
SC

SA

a′
2

Figure 7.19: The splitting rule.

Using the above rules, we can calculate the input reflection coefficient of a two-port terminated
by ΓL = b1/a1 shown in Fig. 7.20a using a couple of steps. First we notice that there is a self-loop
around b2 (Fig. 7.20b). Next we remove the self loop and from here it’s clear that the (Fig. 7.20c)

Γin =
b1

a1
= S11 +

S21S12ΓL

1−S22ΓL

7.4.1 Mason’s Rule
Using Mason’s Rule, you can calculate the transfer function for a signal flow graph by “inspection”

T =
P1
(
1−∑L (1)(1)+∑L (2)(1)−·· ·

)
+P2

(
1−∑L (1)(2)+ · · ·

)
+ · · ·

1−∑L (1)+∑L (2)−∑L (3)+ · · ·
Each Pi defines a path, a directed route from the input to the output not containing each node more
than once. The value of Pi is the product of the branch coefficients along the path. For instance, in
Fig. 7.21a, the path from bs to b1 (T = b1/bs) has two paths, P1 = S11 and P2 = S21ΓLS12

Loop of Order Summation Notation
The notation ∑L (1) is the sum over all first order loops. A “first order loop” is defined as product
of the branch values in a loop in the graph. For the example shown in Fig. 7.21b, we have ΓsS11,
S22ΓL, and ΓsS21ΓLS12. A “second order loop” L (2) is the product of two non-touching first-order
loops. For instance, since loops S11Γs and S22ΓL do not touch, their product is a second order loop.
A “third order loop” L (3) is likewise the product of three non-touching first order loops. The
notation ∑L (1)(p) is the sum of all first-order loops that do not touch the path p. For path P1, we
have ∑L (1)(1) = ΓLS22 but for path P2 we have ∑L (1)(2) = 0.
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a1

a2b1

b2

S11 S22

S12

S21

ΓL

a1

a2b1

b2
S11

S22

S12

S21

ΓL

ΓL

a1

a2b1

b2
S11

S12

ΓL

S21

1 − S22ΓL

(a) (b) (c)

Figure 7.20: (a) A two-port terminated in a load ΓL. (b) Identification of the self-loop. (c)
Elimination of the self-loop.

a1

a2b1

b2

S11 S22

S12

S21

ΓL
ΓS

bS
 P1 P2 a1

a2b1

b2

S11 S22

S12

S21

ΓL
ΓS

bS
 a1

b

2

(a) (b)

Figure 7.21: (a) Identification of the paths in a signal-flow graph. (b) Identification of the loops in a
signal-flow graph.

Example 11:
Input Reflection of Two-Port
Let’s redo the calculation of Γin = b1/a1 for the signal-flow graph shown in Fig. 7.20.
Using Mason’s rule, you can quickly identify the relevant paths. There are two paths
P1 = S11 and P2 = S21ΓLS12. There is only one first-order loop: ∑L (1) = S22ΓL and
so naturally there are no higher order loops. Note that the loop does not touch path P1,
so ∑L (1)(1) = S22ΓL. Now let’s apply Mason’s general formula

Γin =
S11(1−S22ΓL)+S21ΓLS12

1−S22ΓL
= S11 +

S21ΓLS12

1−S22ΓL

Example 12:
Transducer Power Gain
By definition, the transducer power gain for the two-port shown in Fig. 7.22 is given
by

GT =
PL

PAV S
=

|b2|2(1−|ΓL|2)
|bs|2

1−|ΓS|2
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a1

a2b1

b2

S11 S22

S12

S21

ΓL
ΓS

bS


Figure 7.22: A two-port driven by a source with reflection coefficient ΓS and loaded by ΓL.

=

∣∣∣∣
b2

bS

∣∣∣∣
2

(1−|ΓL|2)(1−|ΓS|2)

By Mason’s Rule, there is only one path P1 = S21 from bS to b2 so we have

∑L (1) = ΓSS11 +S22ΓL +ΓSS21ΓLS12

∑L (2) = ΓSS11ΓLS22

∑L (1)(1) = 0

The gain expression is thus given by

b2

bS
=

S21(1−0)
1−ΓSS11 −S22ΓL −ΓSS21ΓLS12 +ΓSS11ΓLS22

The denominator is in the form of 1− x− y+ xy which allows us to write

GT =
|S21|2(1−|ΓS|2)(1−|ΓL|2)

|(1−S11ΓS)(1−S22ΓL)−S21S12ΓLΓS|2

Recall that Γin = S11 + S21S12ΓL/(1− S22ΓL). Factoring out 1− S22ΓL from the de-
nominator we have

den =

(
1−S11ΓS −

S21S12ΓL

1−S22ΓL
ΓS

)
(1−S22ΓL)

den =

(
1−ΓS

(
S11 +

S21S12ΓL

1−S22ΓL

))
(1−S22ΓL)

= (1−ΓSΓin)(1−S22ΓL)

This simplifications allows us to write the transducer gain in the following convenient
form

GT =
1−|ΓS|2

|1−ΓinΓS|2
|S21|2

1−|ΓL|2
|1−S22ΓL|2

which can be viewed as a product of the action of the input match “gain", the intrinsic
two-port gain |S21|2, and the output match “gain". Since the general two-port is not
unilateral, the input match is a function of the load. Likewise, by symmetry we can
also factor the expression to obtain

GT =
1−|ΓS|2

|1−S11ΓS|2
|S21|2

1−|ΓL|2
|1−ΓoutΓL|2
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7.5 Stability of a Two-Port

A two-port is unstable if the admittance of either port has a negative conductance for a passive
termination on the second port. Under such a condition, the two-port can oscillate. Consider the
input admittance

Yin = Gin + jBin = Y11 −
Y12Y21

Y22 +YL
(7.2)

Using the following definitions

Y11 = g11 + jb11 (7.3)

Y22 = g22 + jb22 (7.4)

Y12Y21 = P+ jQ = L∠φ (7.5)

YL = GL + jBL (7.6)

Now substitute real/imaginary parts of the above quantities into Yin

Yin = g11 + jb11 −
P+ jQ

g22 + jb22 +GL + jBL
(7.7)

= g11 + jb11 −
(P+ jQ)(g22 +GL − j(b22 +BL))

(g22 +GL)2 +(b22 +BL)2 (7.8)

Taking the real part, we have the input conductance

ℜ(Yin) = Gin = g11 −
P(g22 +GL)+Q(b22 +BL)

(g22 +GL)2 +(b22 +BL)2 (7.9)

=
(g22 +GL)

2 +(b22 +BL)
2 − P

g11
(g22 +GL)− Q

g11
(b22 +BL)

D
(7.10)

Since D > 0 if g11 > 0, we can focus on the numerator. Note that g11 > 0 is a requirement since
otherwise oscillations would occur for a short circuit at port 2. The numerator can be factored into
several positive terms

N = (g22 +GL)
2 +(b22 +BL)

2 − P
g11

(g22 +GL)−
Q

g11
(b22 +BL) (7.11)

=

(
GL +

(
g22 −

P
2g11

))2

+

(
BL +

(
b22 −

Q
2g11

))2

− P2 +Q2

4g2
11

(7.12)



7.5 Stability of a Two-Port 179

Now note that the numerator can go negative only if the first two terms are smaller than the last
term. To minimize the first two terms, choose GL = 0 and BL =−

(
b22 − Q

2g11

)
(reactive load)

Nmin =

(
g22 −

P
2g11

)2

− P2 +Q2

4g2
11

(7.13)

And thus the above must remain positive, Nmin > 0, so

(
g22 −

P
2g11

)2

− P2 +Q2

4g2
11

> 0 (7.14)

g11g22 >
P+L

2
=

L
2
(1+ cosφ) (7.15)

Linvill/Llewellyn Stability Factors
Using the above equation, we define the Linvill stability factor

L< 2g11g22 −P (7.16)

C =
L

2g11g22 −P
< 1 (7.17)

The two-port is stable if 0 < C < 1. It’s more common to use the inverse of C as the stability
measure

2g11g22 −P
L

> 1 (7.18)

The above definition of stability is perhaps the most common

K =
2ℜ(Y11)ℜ(Y22)−ℜ(Y12Y21)

|Y12Y21|
> 1 (7.19)

The above expression is identical if we interchange ports 1/2. Thus it’s the general condition for
stability. Note that K > 1 is the same condition for the maximum stable gain derived last section.
The connection is now more obvious. If K < 1, then the maximum gain is infinity!

7.5.1 Stability from Scattering Parameters
We can also derive stability in terms of the input reflection coefficient. For a general two-port with
load ΓL we have

v−2 = Γ
−1
L v+2 = S21v+1 +S22v+2 (7.20)

v+2 =
S21

Γ
−1
L −S22

v−1 (7.21)

v−1 =

(
S11 +

S12S21ΓL

1−ΓLS22

)
v+1 (7.22)
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Γ = S11 +
S12S21ΓL

1−ΓLS22
(7.23)

If |Γ|< 1 for all ΓL, then the two-port is stable

Γ =
S11(1−S22ΓL)+S12S21ΓL

1−S22ΓL
=

S11 +ΓL(S21S12 −S11S22)

1−S22ΓL
(7.24)

=
S11 −∆ΓL

1−S22ΓL
(7.25)

To find the boundary between stability/instability, let’s set |Γ|= 1

∣∣∣∣
S11 −∆ΓL

1−S22ΓL

∣∣∣∣= 1 (7.26)

|S11 −∆ΓL|= |1−S22ΓL| (7.27)

After some algebraic manipulations, we arrive at the following equation

∣∣∣∣Γ− S∗22 −∆∗S11

|S22|2 −|∆|2
∣∣∣∣=

|S12S21|
|S22|2 −|∆|2 (7.28)

This is of course the equation of a circle, |Γ−C|= R, in the complex plane with center at C and
radius R. Thus a circle on the Smith Chart divides the region of instability from stability.

Consider the stability circle for a unilateral two-port

CS =
S∗11 − (S∗11S∗22)S22

|S11|2 −|S11S22|2
=

S∗11
|S11|2

(7.29)

RS = 0 (7.30)

|CS|=
1

|S11|
(7.31)

The center of the circle lies outside of the unit circle if |S11| < 1. The same is true of the load
stability circle. Since the radius is zero, stability is only determined by the location of the center.
If S12 = 0, then the two-port is unconditionally stable if S11 < 1 and S22 < 1. This result is trivial
since

ΓS |S12=0 = S11 (7.32)

The stability of the source depends only on the device and not on the load.
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7.5.2 µ Stability Test
If we want to determine if a two-port is unconditionally stable, then we should use the µ-test

µ =
1−|S11|2

|S22 −∆S∗11|+ |S12S21|
> 1 (7.33)

The µ-test not only is a test for unconditional stability, but the magnitude of µ is a measure of the
stability. In other words, if one two-port has a larger µ , it is more stable.

The advantage of the µ-test is that only a single parameter needs to be evaluated. There are no
auxiliary conditions like the K-test derivation earlier. The derivation of the µ-test can proceed as
follows. First let ΓS = |ρs|e jφ and evaluate Γout

Γout =
S22 −∆|ρs|e jφ

1−S11|ρs|e jφ (7.34)

Next we can manipulate this equation into the equation for a circle |Γout −C|= R
∣∣∣∣Γout +

|ρs|S∗11∆−S22

1−|ρs||S11|2
∣∣∣∣=

√
|ρs||S12S21|

(1−|ρs||S11|2)
(7.35)

For a two-port to be unconditionally stable, we’d like Γout to fall within the unit circle

||C|+R|< 1 (7.36)

||ρs|S∗11∆−S22|+
√

|ρs||S21S12|< 1−|ρs||S11|2 (7.37)

||ρs|S∗11∆−S22|+
√
|ρs||S21S12|+ |ρs||S11|2 < 1 (7.38)

The worst case stability occurs when |ρs|= 1 since it maximizes the left-hand side of the equation.
Therefore we have

µ =
1−|S11|2

|S∗11∆−S22|+ |S12S21|
> 1 (7.39)

K-∆ Test
The K stability test has already been derived using Y parameters. We can also do a derivation based
on S parameters. This form of the equation has been attributed to Rollett and Kurokawa. The idea
is very simple and similar to the µ test. We simply require that all points in the instability region
fall outside of the unit circle. The stability circle will intersect with the unit circle if

|CL|−RL > 1 (7.40)

or

|S∗22 −∆∗S11|− |S12S21|
|S22|2 −|∆|2 > 1 (7.41)

This can be recast into the following form (assuming |∆|< 1)

K =
1−|S11|2 −|S22|2 + |∆|2

2|S12||S21|
> 1 (7.42)
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7.5.3 N-Port Passivity
We would like to find if an N-port is active or passive. Passivity is different from stability, and plays
an important role in determining the maximum frequency of operation for an “active” device. For
instance, above a certain frequency every transistor will transition from an active device to a passive
device, setting an upper limit for amplification or oscillation with a given device. By definition, an
N-port is passive if it can only absorb net power. The total net complex power flowing into or out
of a N port is given by

P = (V ∗
1 I1 +V ∗

2 I2 + · · ·) = (I∗1V1 + I∗2V2 + · · ·) (7.43)

If we sum the above two terms we have

P =
1
2
(v∗)T i+

1
2
(i∗)T v (7.44)

for vectors of current and voltage i and v. Using the admittance matrix i = Y v, this can be recast as

P =
1
2
(v∗)TY v+

1
2
(Y ∗v∗)T v =

1
2
(v∗)TY v+

1
2
(v∗)T (Y ∗)T v (7.45)

P = (v∗)T 1
2
(Y +(Y ∗)T )v = (v∗)TYHv (7.46)

Thus for a network to be passive, the Hermitian part of the matrix YH should be positive semi-
definite.

For a two-port, the condition for passivity can be simplified as follows. Let the general hybrid
admittance matrix for the two-port be given by

H(s) =
(

k11 k12
k21 k22

)
=

(
m11 m12
m21 m22

)
+ j
(

n11 n12
n21 n22

)
(7.47)

HH(s) =
1
2
(H(s)+H∗(s)) (7.48)

=

(
m11

1
2((m12 +m21)+ j(n12 −n21))

((m12 +m21)+ j(n21 −n12)) m22

)
(7.49)

This matrix is positive semi-definite if

m11 > 0 (7.50)

m22 > 0 (7.51)

detHn(s)≥ 0 (7.52)

or

4m11m22 −|k12|2 −|k21|2 −2ℜ(k12k21)≥ 0 (7.53)
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Cgs gmvgs ro

Cgd

+
vgs

−

Figure 7.23: A simplified hybrid-π equivalent circuit.

4m11m22 ≥ |k12 + k∗21|2 (7.54)

Example 13:

A simple equivalent circuit for a FET without any feedback, shown in Fig. 7.23, is of
course absolutely stable if the resistors of the model are positive. The Z matrix for the
circuit is given by

Z =

[
1

jωCgs
0

−gmro
jωCgs

ro

]
(7.55)

Since Z12 = 0, the stability factor K = ∞

K =
2ℜ(Z11)ℜ(Z22)−ℜ(Z12Z21)

|Z12Z21|
(7.56)

Example 14:

roCπ

Cµ

gmvin

+
vin

−
Rπ Ccs

B

E

C

Figure 7.24: The simple hybrid-pi model for a transistor.



184 Chapter 7. Two-Port Networks and Amplifiers

The hybrid-pi model for a transistor is shown in Fig. 7.24. Under what conditions is
this two-port active? The hybrid matrix is given by

H(s) =
1

Gπ + s(Cπ +Cµ)

(
1 sCµ

gm − sCµ q(s)

)
(7.57)

q(s) = (Gπ + sCπ)(G0 + sCµ)+ sCµ(Gπ +gm) (7.58)

Applying the condition for passivity we arrive at

4GπG0 ≥ g2
m (7.59)

The above equation is either satisfied for the two-port or not, regardless of frequency.
Thus our analysis shows that the hybrid-pi model is not physical. We know from
experience that real two-ports are active up to some frequency fmax.

7.5.4 Mason’s Invariant U Function
In 1954, Samuel Mason discovered the function U given by [mason]

U =
|k21 − k12|2

4(ℜ(k11)ℜ(k22)−ℜ(k12)ℜ(k21))
(7.60)

For the hybrid matrix formulation (H or G), the U function is given by

U =
|k21 + k12|2

4(ℜ(k11)ℜ(k22)+ℜ(k12)ℜ(k21))
(7.61)

where ki j are the two-port Y , Z, H, or G parameters.
This function is invariant under lossless reciprocal embeddings. Stated differently, any two-port

can be embedded into a lossless and reciprocal circuit and the resulting two-port will have the same
U function. This is a very important property, because this invariant property does not depend
on any lossless matching circuitry that we employ before or after the two-port, or any lossless
feedback.

Properties of U
The invariant property is shown in Fig. 7.25. The U of the original two-port is the same as Ua of
the overall two-port when a four port lossless reciprocal four-port is added.

The U function has several important properties:
1. If U > 1, the two-port is active. Otherwise, if U ≤ 1, the two-port is passive.
2. U is the maximum unilateral power gain of a device under a lossless reciprocal embedding.
3. U is the maximum gain of a three-terminal device regardless of the common terminal.
With regards to the previous diagram, any lossless reciprocal embedding can be seen as an

interconnection of the original two-port to a four-port, with the following block admittance matrix
[waikaichen]

(
Ia

−I

)
=

(
Y 0

11 Y 0
12

Y 0
21 Y 0

22

)(
Va

V

)
(7.62)
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Figure 7.25: A general two-port described by Y is embedded into a lossless, reciprocal four-port
device described by the matrix Y 0.

Note that Yi j is a 2×2 imaginary symmetric sub-matrix

Y 0
jk = jB jk (7.63)

B jk = BT
k j (7.64)

Since I = YV , we can solve for V from the second equation

−I = Y 0
21Va +Y 0

22V =−YV (7.65)

V =−(Y +Y 0
22)

−1Y 0
21Va (7.66)

From the first equation we have the composite two-port matrix

Ia = (Y 0
11 −Y 0

12(Y +Y 0
22)

−1Y 0
21)Va = YaVa (7.67)

By definition, the U function is given by

U =
det(Ya −Y T

a )

det(Ya +Y ∗
a )

(7.68)

Note that Ya can be written as

Ya = jB11 − jB12(Y + jB22)
−1 jBT

12 (7.69)

Ya = jB11 +B12(Y + jB22)
−1BT

12 (7.70)

Focus on the denominator of U

Ya +Y ∗
a = B12(W−1 +(W ∗)−1)BT

12 (7.71)

where W = Y +Y 0
22 = Y + jB22. Factoring W−1 from the left and (W ∗)−1 from the right, we have

= B12W−1(W ∗+W )(W ∗)−1BT
12 (7.72)
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Figure 7.26: (a) A general two-port can be unilaterized by adding lossless feedback elements y f

and yα . (b) The equivalent circuit for the unilaterized two-port.

But W +W ∗ = Y +Y ∗ resulting in

Ya +Y ∗
a = B12W−1(Y +Y ∗)(W ∗)−1BT

12 (7.73)

In a like manner, one can show that

Ya −Y T
a = B12W−1(Y T −Y )(W ∗)−1BT

12 (7.74)

Taking the determinants and ratios

det(Ya +Y ∗
a ) =

(detB12)
2 det(Y +Y ∗)

(detW )2 (7.75)

det(Ya −Y T
a ) =

(detB12)
2 det(Y T −Y )

(detW )2 (7.76)

U =
det(Ya −Y T

a )

det(Ya +Y ∗
a )

=
det(Y −Y T )

det(Y +Y ∗)
(7.77)

Maximum Unilateral Gain
Consider Fig. 7.26a, a feedback structure where y f and yα are lossless reactances. We can derive
the overall two-port equations by a cascade connection followed by a shunt connection of two-ports

Ya =
yα

yα + y22

[
y11 +∆y/yα y12

y21 y22

]
+

[
y f −y f

−y f y f

]
(7.78)

To unilaterize the device, we select

y f =
y12yα

y22 + yα

(7.79)

We can solve for bα and b f

b f = ℑ(y12)−
ℜ(y12)

ℜ(y22)
ℑ(y22) (7.80)

bα = b f
ℜ(y22)

ℜ(y12)
(7.81)

It can be shown that the overall Ya matrix is given by

Ya =
jℑ(y∗22y12)

y12ℜ(y22)

[
y11 + y12 − j ∆yℜ(y12)

ℑ(y∗22y12)
0

y21 − y12 y22 + y12

]
(7.82)
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Figure 7.27: A FET with inductive degeneration.

Unilaterized Two-Port
The two-port equivalent circuit under unilaterization is shown in Fig. 7.26b. Notice now that the
maximum power gain of this circuit is given by

GU,max =
|Ya21 |2

4ℜ(Ya11)ℜ(Ya22)
=Ua (7.83)

We can now attribute physical significance to Ua as the maximum unilateral gain. Furthermore,
due to the invariance of U , Ua =U for the original two-port network. It’s important to note that
any unilaterization scheme will yield the same maximum power! Thus U is a good metric for the
device.

Single Stage Feedback Revisited
With new tools at hand, let’s revisit the problem of inductive and shunt feedback amplifiers.

Inductive Degeneration
Although Z12 ≈ 0 for a FET at low frequency, the input impedance is purely capacitive. To introduce
a real component, we found that inductive degeneration can be employed, shown schematically in
Fig. 7.27. The Z matrix for the inductor is simply

ZL = jωLs

[
1 1
1 1

]
(7.84)

Adding the Z matrix (due to series connection) to the Z matrix of the FET

Z =

[
jωLs +

1
jωCgs

jωLs

jωLs − gmro
jωCgs

ro + jωLs

]
(7.85)

This feedback introduces a Z12 and thus the stability must be carefully examined

K =
2 ·0 · ro −

(
−ω2L2

s − gmLsro
Cgs

)

ω2L2
s +

gmroLs
Cgs

= 1 (7.86)

We see that this circuit is unconditionally stable. More importantly, the stability factor is frequency
independent. In reality parasitics can destabilize the transistor.

The maximum gain is thus given by

Gmax =

∣∣∣∣
Z21

Z12

∣∣∣∣
(

K −
√

K2 −1
)
=

∣∣∣∣
Z21

Z12

∣∣∣∣ (7.87)
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=
ωLs +

gmro
ωCgs

ωLs
= 1+

gmro

ω2LsCgs
(7.88)

= 1+
(

ωT

ω0

)2( ro

ωT Ls

)
(7.89)

The synthesized real input resistance is given by ωT Ls, and so the last term is the ratio of ro/RS

under matched conditions.

Capacitive Degeneration
A capacitively degenerated transistor is an important building block for Colpitts oscillators, where
instability is desired. Using the same approach, the Z matrix for capacitive degeneration is given by

Z =

[
1

jωCs
+ 1

jωCgs

1
jωCs

1
jωCs

− gmro
jωCgs

ro +
1

jωCs

]
(7.90)

The stability factor is given by

K =
2 ·0 · ro −

(
gmro

ω2CsCgs
− 1

ω2C2
s

)

∣∣∣ gmro
ω2CsCgs

− 1
ω2C2

s

∣∣∣
(7.91)

Note this is simply

K =
−a+b
|a−b| =

{ b−a
a−b < 0 a> b
b−a
b−a = 1 b< a

(7.92)

The condition for stability is therefore

gmro

Cgs
>

1
Cs

(7.93)

So far we have dealt with K > 0. Suppose that |∆| > 1. We know that for 0 < K < 1 the
two-port is conditionally stable. In other words, the stability circle intersects with the unit circle
with the overlap (usually) corresponding to the unstable region. Instability can also occur if K > 1
and |∆|> 1, but this is less common (occurs with feedback).

On the other hand, if −1< K < 0, one can show graphically that the entire unit circle on the
Smith Chart is unstable. In other words, the stability circle does not intersect with the unit circle or
the instability circle contains the entire circle.

Unintentional capacitive degeneration is very common. For instance a common drain (source
follower) driving a capacitive load may have stability problems. Likewise, a cascode amplifier may
become unstable at high frequencies since the gm input stage presents capacitive degeneration to
the cascode device at high frequency.

Resistive Degeneration
Resistive degeneration is commonly employed to stabilize the bias point of a transistor. The overall
Z matrix is given by

Z =

[
Rs +

1
jωCgs

Rs

Rs − gmro
jωCgs

ro +Rs

]
(7.94)
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Figure 7.28: Common source amplifier with (a) capacitive degeneration, (b) resistive degeneration,
(c) shunt feedback.

The K factor is computed as before

K =
2Rs(ro +Rs)−R2

s

Rs

√
R2

s +
g2

mr2
o

ω2C2
gs

(7.95)

At low frequencies, we have

K =
2ro +Rs

gmro
ωCgs

≈ 2ωCgs

gm
=

2ω

ωT
< 1 (7.96)

Shunt Feedback
We have seen that shunt feedback is a common broadband matching approach. Now working with
the Y matrix of the transistor (simplified as before)

Yf et =

[
jωCgs 0

gm Go + jωCds

]
(7.97)

The feedback element has a Y matrix

Yf = G f

[
+1 −1
−1 +1

]
(7.98)

And thus the overall amplifier Y matrix is given by

Y =

[
G f + jωCgs −G f

gm −G f G f +Go + jωCds

]
(7.99)

The stability factor for the shunt feedback amplifier is given by

K =
2G f (Go +G f )−G f (G f −gm)

G f |gm −G f |
(7.100)

Suppose that gmR f > 1

=
gm +G f

gm −G f
=

gmR f +1
gmR f −1

> 1 (7.101)

The choice of R f and gm is governed by the current consumption, power gain, and impedance
matching. For a bi-conjugate match

Gmax =

∣∣∣∣
Y21

Y12

∣∣∣∣
(

K −
√

K2 −1
)

(7.102)
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=
gm −G f

G f



(

gmR f +1
gmR f −1

)
−
√(

gmR f +1
gmR f −1

)2

−1


=

(
1−
√

gmRF

)2
(7.103)

The input admittance is calculated as follows

Yin = Y11 −
Y12Y21

Y22 +YL
(7.104)

= jωCgs +G f −
−G f (gm −G f )

Go +G f +GL + jωCds
(7.105)

= jωCgs +G f +
G f (gm −G f )(Go +G f +GL − jωCds)

(Go +G f +GL)2 +ω2C2
ds

(7.106)

At lower frequencies, ω < 1
CdsR f ||RL

we have (neglecting Go)

ℜ(Yin) = G f +
G f (gm −G f )

G f +GL
(7.107)

=
1+gmRL

RF +RL
(7.108)

ℑ(Yin) = ω

(
Cgs −

Cds

1+ R f
RL

)
(7.109)

7.6 Transistor Figures of Merit
A common figure of merit to characterize transistors is the device unity gain frequency, fT , which
are connected to the fundamental device physics. But RF device characterization is based upon
fmax, or the maximum frequency where we can extract power gain from the device. Essentially,
beyond the fmax frequency, the device is passive and it cannot be used to build an amplifier with
power gain. Likewise, beyond fmax one cannot build an oscillator from an amplifier since oscillators
need nearly infinite power gain, usually realized through feedback.1 If a device does not have power
gain, it certainly cannot have infinite power gain with feedback, and so the fmax frequency also
corresponds to the maximum frequency of oscillation.

By definition, therefore, the frequency point where Gmax crosses unity is the fmax of a two-port.
Recall that Gmax is only defined when the transistor is unconditionally stable, or K > 1. If K < 1,
Gmax is undefined and we usually speak of the maximum stable gain GMSG, which corresponds to
the maximum gain when the transistor is stabilized by adding positive conductance at the input
and/or output ports so that K = 1.

In practice, the device fmax is usually estimated by plotting the device maximum unilateral
power gain, or Mason’s Gain U , and either observing or extrapolating the unity gain frequency
point. This procedure should be performed with care and extrapolations should be avoided for
maximal accuracy. If data is not available (e.g. above 100 GHz), it’s better to model the device
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Figure 7.29: The various gain curves for a two-port device. The device is unstable at low frequency,
K < 1, and thus we plot the GMSG in this region. At the breakpoint, the device is stable. At high
frequency the device is stable and we plot the Gmax curve. The maximum unilateral gain U is also
shown.

with an equivalent circuit up to the limits of measurements and then to use the fmax from directly
evaluating the model up to the point when the power gain crosses unity.

In Fig. 7.29, the device GMSG is plotted for low frequencies where K < 1. At the breakpoint,
K = 1 and the device is unconditionally stable and thus Gmax is plotted. Note that the U curve is
always larger than Gmax but both curves cross 0dB together. At this point, the fmax of the device,
the two-port becomes passive. fmax is a good metric for characterizing a three terminal device
with a common-terminal, such as a transistor. Since U is invariant to the common terminal, a
common-gate amplifier has the same U as a common-source amplifier.

Using the unilateral gain U , the fmax of a BJT transistor can be estimated by

fmax ≈
√

fT

8πrbCµ

(7.110)

where the base resistance rb and feedback capacitance Cµ are seen to set the ultimate frequency of
operation for a device. It’s interesting to observe that in most low frequency design, both of these
effects are ignored with negligible error. But design close to the limits of a device fmax requires
careful modeling of all parasitic feedback and loss mechanisms. In particular, the distributed nature
of the feedback Cµ into rb requires a sectional model.

The cross section of a MOSFET device is shown in Fig. 7.30. The fmax of a modern FET
transistor can be estimated by [wcm03]

fmax ≈
fT

2
√

Rg
(
gmCgd/Cgg

)
+(Rg + rch +RS)gds

(7.111)

In contrast to the device fT , the fmax is a strong function of the losses in the device. As MOS
technology scaling continues, fT improves almost proportional to channel length due to velocity
saturation. But shorter channel devices may have higher gate, source and drain losses. It is

1Nearly infinite because in any real circuit there is noise and thus the oscillator power gain is extremely large, but not
infinite.
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Figure 7.30: The cross section of a FET device showing the important high frequency parasitics.
Courtesy of Chinh Doan.
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Figure 7.31: A high frequency multi-finger FET layout minimizes the poly gate resistance.
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interesting to note that the effect of gate resistance on fmax can be reduced by scaling the width
of the transistor W through a multi-finger layout, as shown in Fig. 11.12. The drain and source
resistances, though, do not scale and pose a challenge for next-generation technologies. This is in
stark contrast to MESFET devices where a low resistance metal gate is employed. In deeply scaled
MOS technology, metal gate work-function engineering may replace doping as a means to set the
threshold voltage of a device, leading to enhanced RF performance.





8. High Frequency Amplifiers

8.1 Introduction

Amplifiers are key building blocks in any communication system. In a receiver, the weak incoming
signal needs to be amplified to a sufficiently large value so that it can be detected or digitized.
On the transmit side, the signal amplitude needs to be large enough for long-range transmission
through free space or cables. In this chapter we will address the design high-frequency narrowband
and broadband amplifier.

8.2 MOS Technology

The cross section of a modern CMOS process is shown in Fig. 8.1. The figure shows a p-type
substrate with a substrate NMOS and an n-well PMOS device. In a triple well process, isolated
NMOS devices can also be fabricated in an n-well. Modern short channel CMOS process has

p-type substrate

n+ n+n+ p+ p+p+

S DGS DG

n-well

PMOS NMOS

LLov

VDD

Figure 8.1: The cross-section of a modern CMOS process.



196 Chapter 8. High Frequency Amplifiers

Cgs gmvgs gmbvbs ro

+
vgs

−

CgdRg

Cdb

RS CsbCgb

G

S

D

B

Figure 8.2: The small-signal equivalent circuit model of a MOSFET device.
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Figure 8.3: (a) The complete and (b) simplified small-signal model of a FET in saturation.

very short channel lengths (L < 10nm). To ensure gate control of channel, as opposed to drain
control (DIBL), drain and source junctions are fabricated to be as thin as possible while the oxide
thikness is reduced to quantum (leakage due to tunneling) limits (tox < 5nm). Due to lithographic
limitations, there is an overlap between the gate and the source/drain junctions, which leads to
overlap capacitance (Cgs,ov,Cgd,ov). In a modern FET this is a substantial fraction of the gate
capacitance Cgs.

In circuit design the transistor is often modeled using equivalent circuits, which allow one to
understand the functionality of a transistor in a simple compact and graphical manner. We arrive at
the small-signal model through linearizing the large signal equations at a particular fixed (static)
operating point.

The FET small-signal model shown is in Fig. 8.2. The junctions of a FET form reverse-biased
pn junctions with the substrate (well), or the body node. This is a form of parasitic capacitance in
the structure, represented by Cdb and Csb. At low frequencies, the gate terminal is nearly open and
Rin ∼ ∞. At intermediate frequencies, the input impedance is dominated by Cgs, although there is
also external gate resistance Rg due to the polysilicon gate and Rs due to junction/contact resistance.
In the forward active (saturation) region, the input capacitance is given by Cgs =

2
3Cox ·W ·L. The

resistance ro is due to channel length modulation and other short channel effects (such as DIBL).
For a real transistor, layout parasitics increase the capacitance values but they are often lumped into
the intrinsic model.

You’re probably more familiar with the simplified FET model without gate and source resistance,
as shown in Fig. 8.3a. Although these resistances are small, they play a crucial role when we
analyze the power gain of the device. If we ground the bulk node, such as a common source
amplifier, we can eliminate a lot of clutter since the gmb generator is shorted (Fig. 8.3b).
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Figure 8.4: The IDS-VDS curve of a square-law MOSFET.

8.2.1 MOS Device Characteristics
The IDS-VDS curve of a typical square-law MOSFET is shown in Fig. 8.4. For a long channel FET,
before “pinch-off”, the device drain current responds nearly linearly with VDS, hence the term
“linear region”.

IDS = µCox
W
L

(
(VGS −VT )VDS −

V 2
DS
2

)
(8.1)

Beyond pinch-off, when VDS =VGS −VT , the current saturates and remains essentially constant.
This is the saturation region.

IDS =
1
2

µCox
W
L

(
(VGS −VT )

2(1+λVDS)
)

(8.2)

The variation of current in saturation is due to the output impedance of the device. Short channel
devices have much stronger current variation. We also find that the current variation with VGS is
weaker than quadratic and the drain current is therefore lower than predicted by the long channel
equations. This is partly due to the threshold voltage variation and reduced mobility.

The transconductance in saturation is given by

gm =
dIDS

dVGS
= µCox

W
L
(VGS −VT )(1+λVDS) (8.3)

or

gm =
2IDS

VGS −VT
=

2IDS√
2IDS

µCox
W
L

(8.4)

or

gm =

√
2µCox

W
L

IDS ∝
√

IDS (8.5)
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The behavior of the device in the sub-threshold regime is also of some interest for analog and
low performance RF applications. The device operates more as a lateral bipolar device where
the npn junctions are formed by the source/substrate/drain combination. The body terminal is
controlled through the gate through the field effect, rather than through an ohmic contact. In
this regime the transconductance per current of the device is relatively large due to the “bipolar”
exponential action. Unfortunately the speed of the device is relatively modest as the device fT (see
next section) is small.

8.2.2 MOS Unity Gain Frequency

The short circuit current gain of a device is given by

Gi =
io
ii
≈ gm

jω(Cgs +Cgd)
(8.6)

The frequency of unity gain ωT is given by solving |Gi|= 1

ωT =
gm

Cgs +Cgd
(8.7)

This frequency plays an important role in the frequency response of high speed amplifiers. Often
there is a gain-bandwidth tradeoff related to ωT

G×BW = ωT (8.8)

For a long-channel MOSFET we have the following relationship

ωT =
gm

Cgs +Cgd
≈ µCox

W
L (VGS −VT )

2
3W ·LCox

(8.9)

Canceling common factors we have

ωT =
3
2

µ

L2 (VGS −VT ) (8.10)

We see that ωT is bias dependent. The strong L2 length dependence only holds for long-channel de-
vices. Short channel devices, in the limit of velocity saturated operation, reduce to 1/L dependence.
While mobility improves with VGS, there is a point of diminishing returns since the mobility is a
function of the field. At low fields mobility improves with the vertical field as the inversion layer
“shields” carriers from Coulomb scattering sites. At high fields, though, the mobility drops due to
increased surface scattering.

8.3 Bipolar Technology

In a bipolar junction (BJT) transistor, most of the transistor “action” occurs in the small vertical
npn sandwich under the emitter, as shown in Fig. 8.5. The base width should be made as small as
possible in order to minimize recombination. The emitter doping should be much larger than the
base doping to maximize electron injection into the base. A SiGe HBT transistor behaves very
similarly to a normal BJT, but has lower base resistance rb since the doping in the base can be
increased without compromising performance of the structure.
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Figure 8.5: The cross-section of a bipolar junction transistor.
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Figure 8.6: The small-signal equivalent circuit model for a BJT.

8.3.1 Bipolar Transistor Model
The core BJT model is similar to a FET small-signal model as shown in Fig. 8.6. The resistor
Rπ , though, dominates the input impedance at low frequency whereas at high frequencies, Cπ

dominates. Cµ arises from the collector-base reverse biased diode capacitance. Ccs is the collector
to substrate parasitic capacitance. In some processes, this is reduced with an oxide layer. Cπ has
two components, due to the junction capacitance (forward-biased) and a diffusion capacitance

Cπ =Cbe j +Cdi f f (8.11)

Due to Boltzmann statistics, the collector current is described very accurately with an exponential
relationship

IC ≈ ISeqVbekT (8.12)

The device transconductance is therefore proportional to current

gm =
dIC
dVbe

= IS
q

kT
eqVbekT =

qIC
kT

(8.13)

where kT/q = 26mV at room temperature. Compare this to the equation for the FET. Since we
usually have kT/q < (Vgs −VT ), the bipolar has a much larger transconductance for the same
current. This is the biggest advantage of a bipolar over a FET.

The generic figure shown in Fig. 8.7 represents both a FET and a bipolar at high frequency.
Notice that this model holds when Rπ ≫ 1

ωCπ
= Xπ . Since

Rπ

Xπ

= ωRπCπ = ω
β0

gm
Cπ ≈ β0

ω

ωT
(8.14)

Say β0 = 100 and the operating frequency is ω/ωT = 1/10. Then we have Rπ/Xπ = 100/10 =
10.
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Figure 8.7: A generic small-signal transistor model.
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Figure 8.8: The unity gain frequency ωT as a function of collector current.

8.3.2 Bipolar Unity Gain Frequency
Similar to a FET we have the following relationship

ωT =
gm

cπ +Cµ

(8.15)

Expanding the denominator term

ωT =
gm

Cbe j +Cd +Cµ

≈ gm

2C je0 +gmτF +C jc
(8.16)

The collector junction capacitance is a function of Vbc, or the reverse bias. To maximize ωT , we
should maximize the collector voltage. Re-writing the above equation

ωT =
1

τF +
2C je0+C jc

gm

(8.17)

We can clearly see that if we continue to increase IC, then gm ∝ IC increases and the limiting
value of ωT is given by the forward transit time τF

ωT → 1
τF

(8.18)

In practice, though, we find that there is an optimum collector current. Beyond this current the ωT

drops due to the Kirk Effect. It’s related to the “base widening” due to high level injection.
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Figure 8.9: (a) Common-emitter, (b) common-collector (follower), and (c) common-base amplifiers.

(a) (b) (c)

Figure 8.10: Wideband two-stage amplifiers.

8.4 Broadband Amplifier Blocks

Depending on the choice of common terminal, we can realize three well known amplifiers topologies
shown in Fig. 8.9. The CE/CS amplifier has a small bandwidth due to the Miller feedback. In order
to increase the bandwidth, we must keep the source resistance low. The CC/CD (or follower) is
very wideband but only provides current gain. The CB/CG amplifier is also wideband (no Miller),
but only offers voltage gain. It also features a small input impedance, which loads the driver. But in
wideband applications this is a big advantage if the device is biased for impedance matching. The
CE/CS offers the best power gain and noise figure, but bandwidth limitations are an issue.

To realize wider bandwidths without sacrificing gain, several two-stage amplifiers can be
employed, as shown in Fig. 8.10. A source follower driving a common-source amplifier buffers the
high source impedance and drives the common source amplifier with a low source impedance. A
source follower driving a common gate amplifier boosts the input impedance. This is essentially a
differential pair driven single-endedly. A common-source amplifier drives a common-gate amplifier,
or a cascode amplifier. Miller effect is minimized by lowering the gain of the common-source stage.

These amplifiers are broadband amplifies because they realize gain over a wide bandwidth,
typically from DC or low frequency up to the some fraction of the device fT . A simple example
will be used to demonstrate this fact.

The simple circuit shown in Fig. 8.11a is identified as a current mirror. This 1×N current
mirror has broadband frequency response which can be illustrated with the equivalent circuit shown
in Fig. 8.11b. The diode-connected device can be replaced with a conductance of value gm1 in shunt
with the amplifier input capacitance Cin. If the current amplifier drives a low impedance load, the
transfer function is given by

Gi =
io
is
=

gm2

Yin(s)
=

gm2

gm1 + sCin +N × sCin
(8.19)



202 Chapter 8. High Frequency Amplifiers

Iin

Iout

W

L

N × W

L

(a)

+
vgs

−
Cgs

+
vgs

−
Iin

Iout

1/gm NCgs Ngmvgs

NCgd

(b)

Figure 8.11: (a) A current mirror amplifier. (b) Small-signal equivalent of current mirror amplifier.

Gi =

gm2
gm1

1+(N +1) s
ωT

(8.20)

Note that the transconductance of output device is N times larger since it can be thought of N
devices in parallel. The complete transfer function is therefore

Gi =
N

1+ s
ωT /(N+1)

(8.21)

Which shows the bandwidth is a fraction 1/(N + 1) of the gain, which implies the circuit has a
fixed gain-bandwidth product

Gi ×ω−3db =
N

N +1
ωT ≈ ωT (8.22)

It’s important to note that the above analysis holds only if we assume the load impedance is
extremely low, ideally a short. If we connect a physical resistor to the output, the Miller effect will
produce a significant feedback current which invalidates our assumptions. It is also interesting to
note that the amplifier is large-signal linear.

The common-emitter (common source) amplifier shown in Fig. 9.10 has much smaller band-
width due to Miller multiplication. The input capacitance is usually the dominant pole

ω
−1
0 ≈ Rs(Cin + |Av|Cµ) (8.23)

ω
−1
0 = RsCin(1+µ|Av|)≈ RsCinµ|Av| (8.24)
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Figure 8.12: A common-emitter amplifier.

Assuming the voltage gain is given by the low-frequency value of gmRL, we have

ω
−1
0 = RsCinµgmRL = (gmRs)(gmRL)

Cin

gm
µ (8.25)

ω
−1
0 = |Av|2

Rs

RL
ω

−1
T µ (8.26)

The amplifier has a bandwidth reduction factor of A2
v

ω0 ×|Av|2 = ωT ×
(

RL

Rs

)
× 1

µ
(8.27)

Let’s work through a simple example. Say we need a gain of 60 dB (Av = 1000) and RL
Rs

= 2.
Assume that the technology has a capacitance ratio of µ = 0.2:

ω0|Av|2 = 106
ω0 = ωT ×2×5 (8.28)

ω0 =
ωT

105 (8.29)

Compare this to a current mirror amplifier. When we follow the “normal” gain-bandwidth tradeoff,
we have

ω0 =
ωT

Ai
=

ωT

1000
(8.30)

The common-base (common-gate) amplifier (Fig. 8.13) by contrast, is very wideband. Write
KCL at base node of circuit (Fig. 8.14)

vs + vin

Rs
+gmvin + sCinvin = 0 (8.31)

vs =−vin(1+gmRs + sCinRs) (8.32)

And write KCL at the output node

(sCo +
1

RL
)vo +gmvin + sCµvo = 0 (8.33)
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Figure 8.13: A common-base amplifier.
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Figure 8.14: Small-signal equivalent circuit for common-base (common-gate) amplifier.
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Figure 8.15: A local shunt-feedback amplifier.

vo

(
1

RL
+ s(Co +Cµ)

)
=−gmvin (8.34)

The voltage gain is a product of two terms

Av =
vo

vs
=

−gmRL

1+ s(Co +Cµ)RL

vx

vs
(8.35)

Av =
GmRL

(1+ s(Co +Cµ)RL)(1+ sRs
Cin

1+gmRs
)

(8.36)

Note the transconductance is degenerated, Gm = gm/(1+gmRs). The input capacitance is also
degenerated by the action of series feedback. Unlike a CE/CS ampilifier, the poles do not interact
(due to absence of feedback capacitor). First let’s take the limit of high loop gain, gmRs ≫ 1

Av =

RL
Rs

(1+ s/ωT )(1+ s/ωL)
(8.37)

where ωL =
(
(Co +Cµ)RL

)−1 is the pole at the output.
The common-base amplifier has the nice property that the input impedance is low (roughly

1/gm) and broadband, thus easily providing a termination to the driver (a filter, the antenna, or a
previous stage). If we assume that Rs = 1/gm, we have

Av =
1
2 gmRL

(1+ s/2ωT )(1+ s/ωL)
(8.38)

The 3dB bandwidth is thus most likely set by the time constant at the load.
The shunt-feedback amplifier is a nice broadband amplifier building block. The action of the

shunt feedback is used to lower the input impedance and to set the gain. The in-band voltage gain
and input impedance is given by

Av =
−RF

Rs
(8.39)
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Figure 8.16: A common-collector amplifier drives a shunt-feedback amplifier to buffer the loading
effects.

Rin = (1+
RF

RL
)

1
gm

(8.40)

For an input match, Rs = (1+ RF
RL
) 1

gm
, or gmRs = (1+ RF

RL
). Since the voltage gain sets RF , the input

impedance match determines the required transconductance gm (and hence the power dissipation).
Generally a bipolar version will dissipate much less power due to the higher intrinsic gm.

The amplifier is broadband and approximately obeys the classic gain-bandwidth tradeoff
Avω0 ≈ ωT . A zero-value time constant analysis identifies the dominant pole

τ1 =Cin

(
Rs||rπ ||

RF(1+ RL
RF
)

1+gmRL

)
(8.41)

τ2 =Cµ

(
RF ||

RL(Rs||rπ)

Rs||rπ || 1
gm
||RL

)
(8.42)

ω−3dB ≈ 1
τ1 + τ2

(8.43)

If the shunt-FB amplifier needs to drive a low impedance load, a broadband voltage buffer is
needed. As shown in Fig. 8.16, an emitter follower (or source follower) provides the solution (note
this is a fast pnp). Note the buffer is broadband (gain ≈ 1) and only loads the core amplifier by the
degenerated input capacitance Cin2/(1+gm2RE).

8.5 Narrowband Amplifier Blocks
The RLC loaded amplifier shown in Fig. 8.17 is called a tuned amplifier. A transconductance device
drives a shunt RLC load which results in a voltage gain

Av =−gmZ( jω) =
−gm

Y ( jω)
(8.44)



8.5 Narrowband Amplifier Blocks 207

Cdb + CL

Cµ

+
vs

−

+
vo

−

RLL

Figure 8.17: A tuned RLC amplifier.

The peak gain occurs at resonance

Av,max =−gmReff (8.45)

Reff is the loaded resistance of the tank

Reff = RL||ro||Rx,L||Rx,C (8.46)

The tuned amplifier has a 3-dB bandwidth of ω0/Q. If the Q is large, the amplifier is narrowband.
In essence, we can view this amplifier has an active filter. In order to maximize the gain, we employ
high-Q inductors and capacitors in the load and omit the explicit load resistance RL. The peak gain
is thus

Av,max ≈−gm(Rx,L||Rx,C) (8.47)

Assuming the Q factor is dominated by the inductor, a good assumption for monolithic IC inductors,
we have

Av,max ≈−gmRx,L =−gmQLωL (8.48)

8.5.1 Tuned Load Calculation
We use the series to parallel transformation to calculate the effective shunt resistance due to the
inductor (see Sect. 6.1.1)

Reff = (1+Q2
L)Rx,L ≈ Q2

LRx,L = Q2
L

ωL
QL

= QL ×ωL (8.49)

The gain is maximized at a fixed bias current and frequency by maximizing the product QL ×L.
So in theory, there is no limit to the voltage gain of the amplifier as long as we can maximize the
quality factor QL.

Note that the capacitance of the circuit is not detrimental since it is resonated away with the
shunt inductance. In other words L is chosen such that

L =
1

ω2
0Ceff

(8.50)
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Figure 8.18: A tuned cascode amplifier.

where Ceff = Cdb +(1−|A−1
v |)Cµ +CL. The ability to tune out the parasitic capacitances in the

circuit is a major advantage of the tuned amplifier. This is especially important as it allows low-
power operation. Another important advantage of the circuit is that there is practically no DC
voltage drop across the inductor, allowing very low supply voltage operation.

Another less obvious advantage is the improved voltage swing at the output of the amplifier.
Usually the voltage swing is limited by the supply voltage and the Vds,sat of the amplifier. In this
case, though, the voltage can swing above the supply. Since the average DC voltage across an
inductor is zero, the output voltage can swing around the DC operating point of Vdd . This is a major
efficiency boost for the amplifier and is an indispensable tool in designing power amplifiers and
buffers.

8.5.2 Cascode Tuned Amplifier
A cascode tuned amplifier shown in Fig. 8.18, has several advantages. In addition to boosting
the output impedance, thus maximizing the Q of the load, the cascode device solves a major
stability problem of the amplifier. We’ll show that a feedback Cµ path can easily lead to unwanted
oscillations in the amplifier. The cascode tuned amplifier effectively has zero feedback and thus is
much more stable. The loss in voltage headroom is a small price to pay considering the improved
headroom afforded by the inductor.

Bandwidth
It’s interesting to note that the bandwidth of the tuned amplifier is still determined by the RC time
constant at the load

BW =
ω0

Q
=

ω0

ω0RC
=

1
RC

(8.51)

The ultimate sacrifice for high frequency operation in a tuned amplifier is that the amplifier is
narrow-band with zero gain at DC. In fact, the larger the Q of the tank, the higher the gain and the
lower the bandwidth.

How high can we go? To win some of the bandwidth back requires other techniques, such
as shunt peaking and distributed amplifiers. But can we tune out parasitics and design amplifiers
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Figure 8.19: (a) A narrowband neutralization technique. (b) A tapped-inductor or transformer based
neutralization approach.

operating at arbitrarily high frequency? Based on the simple analysis thus far, it seems that for
any given frequency, no matter how high, we can simply absorb the parasitic capacitance of the
amplifier with an appropriately small inductor (say a short section of transmission line) and thus
realize an amplifier at an arbitrary frequency. This is of course ludicrous and we’ll re-examine this
question later.

8.5.3 Neutralization

For a non-unilateral transistor, we can try to come up with ways to eliminate the feedback through
Cµ in order to improve the gain and mitigate the de-stabilizing effect of feedback at high frequencies.
To do this, ideally we’d like a negative capacitor but this is not physical. An inductor can be used
as shown to resonate the capacitance at a single frequency (Fig. 8.19a). Another technique uses a
tapped inductor as shown in Fig. 8.19b. Since

iµ = (vo − vin)sCµ ≈ vosCµ (8.52)

The voltage at the output of the other tapped inductor is phase inverted, so the current in the external
Cµ is given by

i′µ = (−vo − vin)sCµ ≈−vosCµ (8.53)

thus “neutralizing” the feedback current
An elegant strategy for neutralization is a to employ the natural signal inversion in a differential

pair as shown in Fig. 8.20. Not only is the output phase inverted, but the input is also inverted so
the neutralization occurs independent of the gain (unlike the previous strategies).

8.6 Amplifier Design Techniques

The design of amplifiers begins with the specifications for the performance, including
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Figure 8.20: The neutralization of a differential pair amplifier through cross-coupling.

• Amplifier power gain. Most RF amplifiers are specified in terms of power gain and the
load/source impedance are known (e.g. Z0 = 50Ω). In an integrated amplifier, the inter-
nal impedance may be higher and unmatched, in which case voltage gain might be more
appropriate.

• Amplifier bandwidth. We usually desire operation over a specified bandwidth, where we
expect the gain and group delay to be relatively flat (to avoid distortion) over a certain
range. Two common amplifiers are baseband amplifiers, which must operate from DC or low
frequency up to a given bandwidth (say DC - 100 MHz), and narrowband amplifiers which
operate at RF (say 2.4 GHz). Narrowband amplifiers operate at a given center frequency and
realize selectivity through the use of resonant circuitry.

• Input and output match are usually specified as the maximum tolerable reflection coefficient
at the input and output (e.g. S11 < −10dB). Matching is important in order to extract the
maximum power from a source (antenna), to properly terminate a transmission line (otherwise
the power gain will depend on the length of the line which changes with frequency), or to
provide the proper termination for a filter for proper filter response.

• Amplifier stability. A robust amplifier should be stable over all frequency ranges and over
process and temperature. Process and temperature variations cause the operating point to
shift and thus stability should be checked under these conditions. Absolute stability (K > 1)
implies that the amplifier is stable for any source or load impedance. A conditionally stable
amplifier (K < 1) will become unstable if the load/source take on particular values. The
stability circle plot on the Smith Chart shows the regions of instability. If the load and source
are fixed (say at Z0), then a conditionally stable amplifier may be acceptable. The designer
should ensure that the unstable region is far from the origin of the Smith Chart and does not
come too close under all conditions (frequency/temperature/process/bias voltage variations).
Stability versus load variations is often specified through SWR, or the standing wave ratio. If
an amplifier is stable over an N : 1 SWR, that means the magnitude of the load can vary by a
factor of N above or below the nominal value.

Other important specifications include:
• Amplifier noise figure for receiver applications. Noise figure is a measure of how much noise

the amplifier adds to the signal, which degrades the signal-to-noise ratio (SNR) of the signal,
resulting in lower receiver sensitivity. Noise is most important when dealing with weak or
small signals, when the noise signal amplitude is a substantial fraction of the input signal.
We will cover this topic in depth in Chapter ??.
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• Amplifier distortion generated by active device non-linearity. Distortion specifications
include harmonic distortion (HD), which occur at harmonics of the input frequency, and
intermodulation (IM) distortion, which also occur in-band, or near the operating frequency.
In RF applications, IM distortion is much more important since harmonic distortion can be
filtered out. These distortion products must be kept sufficiently small so that the amplified
signal is not severely distorted. The strength of the distortion signals increases rapidly with
the signal amplitude (faster than linear), which means that we mostly care about distortion
when the signal is strong. We’ll cover distortion in depth in Chapter ??.

• Amplifier performance under process and temperature variations. In practice every amplifier
will perform slightly differently due to inevitable variations in component parameters, espe-
cially active devices. Active devices are especially sensitive to temperature variations, and
much effort is typically dedicated in designing a biasing network to cope and compensate for
such variations.

• Amplifier efficiency. The efficiency is determined by comparing how much power is delivered
to the load divided by the DC power consumption of the amplifier. This metric is most
important for power amplifiers which consume significant power and it’s desirable to use as
much of this power as possible (power transmitted through the antenna versus wasted power
converted to heat). If the gain is low, the input power should also be counted in the power
added efficiency

η =
PL −Pin

PDC
(8.54)

We’ll return to the issue of efficiency in Chapter ??.
The next step in the design is the selection of the active devices (technology) and the bias point

for the transistors. The bias point must be chosen carefully to meet power dissipation constraints,
imposed either by physical limitations, such as thermal and DC voltage headroom, or to minimize
the power consumption. Once a device has been selected, the designer should plot the maximum
achievable gain (Gmax/GMSG) for the device over the frequency range of interest. If the device
is unconditionally stable, then in practice we can come close to this maximum gain, but keep in
mind that there is some loss in the matching networks at the input and output of the amplifier. If
the device is conditionally stable, the designer may intentionally introduce loss or feedback in the
device to stabilize the device. Other techniques such as neutralization through feedback or the use
of a compound device (such as a cascode) are other options. If the required gain cannot be realized
with a single device, then two or more stages are required. But keep in mind that the bandwidth
may be limited by the matching networks. If the device optimal source/load impedances are vastly
different than Z0, then the Q of the required matching networks will be very large, which will limit
the bandwidth.

An important consideration in the design of amplifiers is the use of feedback. If the loop gain
is sufficiently high, then negative feedback amplifier performance is determined by the passive
feedback network rather than by the active component parameters, leading to less variation with
process and temperature. Feedback amplifiers may introduce instability at high frequency due
to the phase shift through the device, which converts negative feedback into positive feedback,
de-stabilizing the circuit. At high frequencies it’s common to avoid this effect by only using “local”
feedback, or feedback around a single device (shunt or series feedback). In addition, in narrowband
applications it’s advantageous to use reactive components (for instance series feedback using an
inductor) so as to introduce less noise into the circuit. Most importantly, even if the designer does
not wish to employ feedback, at high frequency it’s hard to avoid parasitic feedback, which occurs
due to small feedback capacitors (such as the Miller capacitor) in active devices and due to board
and package parasitics. The package introduces inductive parasitics in the form of lead inductance
around the transistor and mutual inductive coupling between the leads of the transistor. If the
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Figure 8.21: The design of an RF amplifier can be factored into the design of the input matching
network, the bias of the amplifier, and the output match network.

amplifier is fully integrated and employs sufficient bypass capacitors, then package parasitics are
only important when making connections to the external world, or at the input and output of the
amplifier.

Once the amplifier transistors have been biased and stabilized, one selects the source/load
impedance to achieve the desired performance. Typically driving the amplifier directly from a
source and load of Z0 impedance will result in a gain which is too low. For instance, the voltage
gain of a simple resistively loaded amplifier contains a term gmZL. If the load impedance ZL = Z0,
then the voltage gain will be low since typically Z0 ∼ 50Ω. On the other hand, if a matching
network is used to raise the load impedance to ro (matched) or a large value (voltage amplifier),
then much higher gain can be realized. The source and load are therefore transformed into the
desired impedances through matching networks. Matching networks play a crucial role in the
design of RF amplifiers, since once the device bias is chosen, the only other degree of freedom is
the matching network. In Fig. 8.21 we show an input matching network cascaded with a two-port
amplifier followed by an output matching network. The overall gain of the two-port can be written
as

GT =
1−|ΓS|2

|1−ΓinΓS|2
|S21|2

1−|ΓL|2
|1−S22ΓL|2

(8.55)

which can be viewed as a product of the action of the input match “gain", the intrinsic two-port gain
|S21|2, and the output match “gain". Since the general two-port is not unilateral, the input match is
a function of the load. Likewise, by symmetry we can also factor the expression to obtain

GT =
1−|ΓS|2

|1−S11ΓS|2
|S21|2

1−|ΓL|2
|1−ΓoutΓL|2

(8.56)

In the case of a unilateral amplifier, the above equations simplify to the product of three independent
terms (Γin = S11)

GT =
1−|ΓS|2

|1−S11ΓS|2
×|S21|2 ×

1−|ΓL|2
|1−S22ΓL|2

= M1 ×|S21|2 ×M2 (8.57)

The above equation clearly shows the role of the input and output matching network. For a conjugate
match, ΓS = S∗11, which means the maximum gain for the input matching network is given by

M1,max =
1

1−|S11|2
(8.58)

If the amplifier has S11 ≲ 1, we can improve the transducer gain considerably by matching the
input. A similar consideration applies to the output of the amplifier. The design of non-unilateral
amplifiers is more complicated but often we can ignore the reverse feedback if S12 ⋍ 0. The
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Figure 8.22: (a) Matching networks often must convert a predominantly imaginary load impedance
to a real value. (b) A simple solution is to simply terminate the matching network with a physical
resistor. (c) A more elegant solution uses a feedback synthesized resistor input match.

Unilateral Figure of Merit UFM is a good metric to test determine the error that would result if you
make this assumption [Pozar]

UFM =
|S11||S22||S12||S21|

(1−|S11|2)(1−|S22|2)
(8.59)

which sets an upper and lower bound for the error in gain under the unilateral assumption

1
1+UFM2 <

GT

GTU
<

1
1−UFM2 (8.60)

where GTU is the calculated value of gain by neglecting S12.

8.6.1 Reactive Series Feedback
In our discussion of matching networks, we considered networks that transform from a given source
impedance to a given load impedance. Consider now the load shown in Fig. 8.22a, the input of
an active device. At moderate frequencies the input impedance is dominated by Cgs. We need to
somehow transform the input capacitance to a real load resistance. Any real MOS amplifier has
a real component to the input impedance and thus there is a finite real component to the input
impedance. If the transistor layout has ample fingers to minimize the physical polysilicon (or metal)
gate resistance, the remaining gate induced channel resistance is given by 1/5gm. Thus the Q factor
of the input of the MOS transistor is given by

Qgate ≈
5gm

ωCgs
= 5

ωT

ω
(8.61)

At moderate frequencies ω ≪ ωT , this is a high Q input impedance. If we resonate out this
capacitance with a shunt inductor, the resulting shunt resistance is Q2Ri is too large to match to the
low source resistance. On the other hand, if use a series inductor the input resistance is simply Ri at
resonance, which is too small to match. So what do we do?

We could explicitly add a resistor to the gate, as shown in Fig. 8.22b, but this will add
extra noise to the circuit. A more elegant non-obvious solution is to add an inductor to the
source of the amplifier, shown in Fig. 8.22c. To see the benefit, consider the general case of a
degeneration impedance Z connected to the source. It’s easy to show that the input impedance
becomes (neglecting Cgd)

Zin = Z +
1

jωCgs
+

gmZ
jωCgs

(8.62)
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Figure 8.23: (a) The complete input matching network requires a gate inductor Lg to resonate with
the input capacitance Cgs. (b) The equivalent circuit for the input match is a series RLC circuit.

The action of the feedback produces the third term, which can be programmed appropriately. Note
that if Z = jωLs, the third term becomes purely real and independent of frequency

ℜ(Zin) = Rin =
gmLs

Cgs
= ωT Ls (8.63)

By simply controlling value of Ls, we can control the input impedance. We can also vary the ωT of
the device by placing extra capacitance in shunt with Cgs.

It’s interesting to observe that the source impedance in effect drives a series RLC circuit, shown
in Fig. 8.23. The voltage gain can be calculated by noting that the voltage vgs is the voltage across
a series resonant capacitor, which means that it’s Q times as large as the voltage across the source
resistor. For an input match, vRS =

1
2 vs, so the voltage gain at resonance is given by

vo =−gmRLvgs =−gmRLQ× vs

2
(8.64)

or

Av =−1
2 gmRLQ (8.65)

The bandwidth of matching stage of the inductively degenerated amplifier is set by Q factor of the
input. Since the source impedance is fixed, there is little freedom in controlling the Q factor of the
input stage. In most designs, the Q is fairly low and thus the input stage is relatively wideband.

Example 15:A Discrete Transistor Amplifier Design

Suppose we wish to design a discrete amplifier meeting following specifications: Power
Gain Gp > 12 dB, S11 and S22 <−10 dB, operating at a center frequency of 1.2 GHz
with a bandwidth of at least 200 MHz. The current consumption of the amplifier
should not exceed 5 mA. One may elect to use a single stage or a two-stage amplifier.
One can also optionally employ feedback for DC biasing, stability, and matching. All
of these considerations depend strongly on the choice of technology. For a discrete
transistor, one must carefully factor the device parasitics.

The SPICE model for the transistor is usually given by the manufacturer, for example
for the NXP transistor shown in Fig. 8.24, is found at http://www.nxp.com/models/

http://www.nxp.com/models/spicespar/data/BFG403W.html
http://www.nxp.com/models/spicespar/data/BFG403W.html
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Figure 8.24: Equivalent circuit for packaged bipolar transistor.

spicespar/data/BFG403W.html. Notice that the transistor model is embedded in
a package model which includes the parasitic effects of the package and bond wires,
including lead inductance and capacitance, and mutual inductance and capacitance.
The component values for the BFG40Wp transistor are given below.

subckt BFG403Wp base collector emitter inh_bulk_n
Q1 (net17 net029 net034 inh_bulk_n) BFG403W region=fwd
I10 (net4 net034) res r=19
I9 (net6 net034) res r=25
I8 (net17 net4) cap c=1.45e-13
I7 (net029 net6) cap c=1.45e-13
I6 (net17 net034) cap c=80e-15
I5 (net029 net034) cap c=80e-15
I4 (net029 net17) cap c=2e-15
I3 (net034 emitter) ind l=0.25e-9
I2 (collector net17) ind l=1.1e-9
I1 (base net029) ind l=1.1e-9

ends BFG403Wp

.MODEL BFG403W NPN
+ IS = 5.554E-18
+ BF = 145
+ NF = 0.9934
+ VAF = 31.12
+ IKF = 35.75E-03
+ ISE = 3.535E-14
+ NE = 3
+ BR = 11.37
+ NR = 0.985
+ VAR = 1.874
+ IKR = 14.3E-03
+ ISC = 5.708E-17
+ NC = 1.546
+ RB = 122.38
+ IRB = 0
+ RBM = 52.45
+ RE = 1.511
+ RC = 15.119
+ CJE = 3.661E-14
+ VJE = 0.9
+ MJE = 0.3456
+ CJC = 1.621E-14
+ VJC = 0.5569
+ MJC = 0.2079
+ CJS = 7.859E-14
+ VJS = 0.4183
+ MJS = 0.2391
+ XCJC = 0.5
+ TR = 0.0
+ TF = 4.122E-12
+ XTF = 68.2
+ VTF = 2.004
+ ITF = 0.1796
+ PTF = 0
+ FC = 0.5501
+ EG = 1.11
+ XTI = 3
+ XTB = 1.5

http://www.nxp.com/models/spicespar/data/BFG403W.html
http://www.nxp.com/models/spicespar/data/BFG403W.html
http://www.nxp.com/models/spicespar/data/BFG403W.html
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It is very important to take these parasitics into account at high frequency in order to
properly predict the performance of the practical amplifier. In addition to the package
parasitics, you must be sure to include an estimate of the component parasitics, such
as finite inductor Q. This will impact the matching network, gain, and stability of
your amplifier. Finally, you must estimate the board level parasitics in the design. For
instance, if you short the emitter of the amplifier, it actually must travel through the
package and then through the board. For example, if a 0603 footprint is added for
series feedback, this component introduces inductance even if it is shorted with a zero
ohm resistor. The via also contributes inductance.

Here are some steps in the design.

1. Simulate the fT of the transistor versus collector current. Find the current where
fT is maximized and simulate the fmax at this bias point. What is the highest
frequency one can use this transistor and realize a power gain of 12 dB?

2. Plot the BJT transistor’s maximum stable gain (MSG) and stability factor at the
design bias point. Be sure to include the package parasitics. At what frequency
is the transistor unconditionally stable?

3. Design your amplifier with equations as much as possible. You may find it
convenient to extract a hybrid-π model at a single frequency from the device
Y parameters. Include calculations and simulations results used to arrive at the
design. Do not use “SPICE monkey” techniques in your design! Make sure the
required component values are realizable in the footprint (for example 0603).

4. Design a bias network for your amplifier. Common approaches include base
resistor dividers with emitter series feedback or self-biasing through a shunt
feedback resistor R f . Size your biasing resistors so that they do not interfere
with the amplifier at high frequencies. Use bypass capacitors where appropriate.
Check the stability of the biasing scheme by varying the BJT transistor parameters
(β0 and IS) and verify that the amplifier bias remains relatively constant.

5. Simulate your amplifier (ADS or SpectreRF) and verify the performance. In-
clude plots of the power gain, stability factor, input match, and output match.
Identify the bandwidth of the amplifier. Be sure that you simulation includes the
bandwidth of the input/output match (simulate port-to-port rather than S21).

6. Compare the gain of the amplifier to |S21|2. How much “gain” do you realize
with the input and output match?

7. How does the amplifier’s overall gain compare to the MSG of the device? How
much gain is lost in the input/output match (due to finite Q components)?

8. Simulate your amplifier using Monte-Carlo analysis by varying the components
by 20%. Plot the amplifier stability under variations.

Building A Prototype

The board layout for the single-stage amplifier is shown in Fig. 8.25. When soldering
active devices such as the BJT transistor, be sure to strap yourself to ground to avoid
electrostatic discharge from damaging the device. Notice that the board has room for a
lot more components than you may actually need to give you the maximum flexibility
for your design.

1. Solder the components onto board and make sure the amplifier biases correctly.
Solder the transistor chip last to minimize risk of damage to the integrated circuit.
Check the device VBE and VCE to ensure proper biasing conditions.

2. Be sure to include bypass capacitors from DC points to ground. Solder the
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Figure 8.25: PCB for the amplifier includes footprints for input/output matching, feedback, and
biasing.

capacitors on the back-side of the board at points to minimize the inductance of
the DC point. Since large capacitors self-resonate at lower frequencies, below
the desired operating frequency, use several parallel capacitors (1pF - 1µF) to
realize a broadband low impedance at the supply.

3. Bias up the amplifier and ensure that the DC operating point matches expectations.
Check the DC point at each node and calculate the voltage VBE and VCE to verify
the amplifier is in the correct operating region. Do not proceed until the amplifier
is operating correctly.

4. If needed, vary the DC bias to match your simulation results for current.
5. Measure and record the amplifier frequency response (S11, S22, S21 and S12) on

the VNA over the desired frequency range.
6. Measure and record the amplifier frequency response over a broad frequency

range (DC to the maximum available frequency of the VNA). Plot the amplifier
stability factor over this range.

7. Plot the input/output impedance (magnitude/phase) of the amplifier over the
desired frequency range.

8. From measured data, what’s the Gmax of the amplifier at the center frequency?
9. Use matching feature of VNA to improve gain of the amplifier. Find the optimal

source/load impedance and virtually “embed” (through simulation on the VNA)
these impedances into your amplifier and plot the results.

10. Partner up with another group and measure the cascaded performance of your
amplifiers. Measure the small-signal gain and bandwidth. Verify that the mea-
sured performance matches with the calculated cascade performance, particularly
the overall gain and S21. If the amplifiers are not well matched, be sure to include
the effect of mismatch in your gain calculation.

11. Using the spectrum analyzer observe the output spectrum. Insert a weak tone at
900 MHz (-60 dBm) at the input and observe the output spectrum. Vary the input
power and measure the power at the fundamental and a few harmonics. C

Save your amplifier board for future experiments!

Important Lessons

1. Explain the importance of bypass capacitors in the design. Why does the supply
VCC need to be bypassed to ground? Where is the best location to place bypass
capacitors?

2. Compare measurement and simulation results by overlapping the measured S11,
S22 and S21 of your amplifier with the simulations. Explain differences.

3. Explain the significance of S12 in the design. Compare the measured and simu-



218 Chapter 8. High Frequency Amplifiers

lated S12, especially at higher frequencies. Explain the mismatch between the
simulation and measurements.

4. Which board level or component level parasitics were the most detrimental?
Explain.

5. Modify schematic to match measurements. You should use your knowledge of
the board level parasitics and component parasitics. Make sure you understand
the various measurements of the board level parasitics. The component models
can also be obtained from the manufacturer.



9. Amplifier Distortion

9.1 Introduction to Distortion
Up to now we have treated amplifiers as small-signal linear circuits. Since transistors are non-linear,
this assumption is only valid for extremely small signals. Consider a class of memoryless non-linear
amplifiers. A memoryless system can be described by an instantaneous input/output relation (see
Fig. 9.1. In other words, the output at a given time only depends on the input, and not any past
history. In other words, let’s neglect energy storage elements (inductors, capacitors). We also
assume the input/output description is sufficiently smooth and continuous as to be accurately
described by a power series

so = a1si +a2s2
i +a3s3

i + . . . (9.1)

Bipolar Transistor Distortion
For instance, for a BJT (Si, SiGe, GaAs) operated in forward-active region, the collector current is
a smooth function of the voltage VBE as shown in Fig. 9.2a.

IC = ISeqVBE/kT (9.2)

As illustrated in Fig. 9.2b, we can shift the origin by eliminating the DC signals, io = IC − IQ. The
input signal is then applied around the DC level VBE,Q. Note that an ideal amplifier has a perfectly
linear line, and so the BJT amplifier is only linear for small signals. We shall quantify what we
mean by “small” shortly.

MOSFET Distortion
In general for a MOSFET IDS = f (VGS,VDS) (neglecting the body effect) but if the device is biased
in the saturation regime, the output current is only a weak function of VDS. The long-channel device
follows the square law relation (neglecting bulk charge effects) (Fig. 9.3a)

ID = 1
2 µCox

W
L
(VGS −Vt)

2 (1+λVDS) (9.3)

This is assuming the device does not leave the forward active (saturation) regime (Fig. 9.3b). Note
that the device operation near threshold is not captured by our simple square-law equation. The I-V
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si

so

si so

Linear Region

Figure 9.1: The output of a generic amplifier versus the input. If the input is sufficiently large, the
output saturates. Only in a small region about the origin is the amplifier “linear”.

IC

IQ

IC = ISe
qVBE
kT

VBE

IC − IQ

Vi − VBE,Q

ideal response

(a) (b)

Figure 9.2: (a) The exponential relationship between the collector current and base-emitter voltage
of a bipolar transistor. (b) Input/output relation for an AC signal of a BJT amplifier operating
around a given bias point.
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IDS

VGSVT

IDS

VGS

forward active regime

(a) (b)

Figure 9.3: (a) The square law input/output IDS versus VGS relationship for a MOSFET. (b) The IDS

versus VDS relationship for a MOSFET. Amplifiers are biased in the “forward active” regime so the
output current is only a strong function of VGS.

curve of a MOSFET in moderate and weak inversion is easy to describe in a “piece-meal” fashion,
but difficult to capture with a single equation. Short-channel devices are even more difficult due to
velocity saturation and drain induced barrier lowering. We shall return to the topic of MOSFET
modeling in a later section.

JFET Distortion
JFETs are useful devices in RF circuits due to their lower noise. The I-V relation (Fig. 9.4) is
also approximately square law but unlike typical MOSFET devices, the “pinch-off” voltage (or
threshold voltage) is negative. The JFET current is parameterized by the pinch off voltage VP and
the factor IDSS, or the current for zero VGS

ID = IDSS

(
1− VGS

VP

)2

(9.4)

The gate current (junction leakage) is typically very small IG ∼ 10−12A, so for all practical purposes,
Ri = ∞.

Differential Pair
The differential pair shown in Fig. 9.5a is an important analog and RF building block. For a BJT
differential pair, we have Vi =VBE1 −VBE2

IC1,2 = ISe
qVBE1,2

kT (9.5)

The sum of the collector currents are equal to the current source IC1 + IC2 = IEE . The ideal BJT
differential pair I-V relationship (neglecting base and emitter resistance) is give by

Io = IC1 − IC2 = αIEE tanh
qVi

2kT
(9.6)

This relationship is plotted in Fig. 9.5b. Notice that the output current saturates for large input
voltages since the maximum output current is limited to IEE .

9.2 Power Series Relation
For a general circuit, let’s represent the memoryless behavior with a power series

so = f (si)≈ a1si +a2s2
i +a3s3

i + . . . (9.7)
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IDS

+
VGS

−

IDS

VGS

VP
0

(a) (b)

Figure 9.4: The square law relationship for a JFET.

IC1 IC2

+
Vi

2
−

−
Vi

2
+

IEE

Io

Vi

IEE

−IEE

(a) (b)

Figure 9.5: (a) A bipolar differential pair driven with a differential input signal. (b) The input/output
relationship for a differential pair circuit.
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where a1 is the small signal gain. The coefficients a1,a2,a3,. . . are independent of the input signal
si but they depend on bias, temperature, and other factors. The coefficients of this power series can
be found using Taylor’s Theorem

an =
1
n!

dn f
ds2

i

∣∣∣∣
si=Q

(9.8)

where the derivatives are evaluated at the quiescent point (Q point). In most scenarios, the DC Q
point is subtracted out of the input-output relation, so by definition a0 = 0. We find a1 by examining
the slope

a1 =
1
1!

d f
dsi

∣∣∣∣
si=Q

(9.9)

and the term a2 quadratic term is found by direct application of the equation

a2 =
1
2!

d f
dsi

∣∣∣∣
si=Q

(9.10)

For a small signal si, we can model the input-output relation with just a few terms, often no
more than three, so this procedure is easily carried out by hand.

9.2.1 Harmonic Distortion
Assume we drive the amplifier with a time harmonic signal at frequency ω1

si = S1 cosω1t (9.11)

A linear amplifier would output so = a1S1 cosω1t whereas our amplifier generates distortion

so = a1S1 cosω1t +a2S2
1 cos2

ω1t +a3S3
1 cos3

ω1t + . . . (9.12)

or

so = a1S1 cosω1t +
a2S2

1
2

(1+ cos2ω1t)+
a3S3

1
4

(cos3ω1t +3cosω1t)+ . . . (9.13)

The term a1s1 cosω1t is the wanted signal, but higher harmonics are also generated. These are
usually unwanted and thus called “distortion” terms (there are applications for these harmonics,
such as frequency multipliers). We can see that the second-harmonic cos2ω1t and third harmonic
cos3ω1t are generated by the non-linear terms. Also the second order non-linearity produces a DC
shift of 1

2 a2S2
1, whereas the third order generates both third-order distortion and more fundamental

(or signal at the same frequency as the input). The sign of a3/a1 determine whether the distortion
product a3S3

1
3
4 cosω1t adds or subtracts from the fundamental. If the signals add, we say there is

gain expansion. If it subtracts, we say there is gain compression.

Waveform Distortion
In Fig. 9.6 we demonstrate the waveform distortion due to second harmonic only. At one peak the
second harmonic adds in phase to the fundamental which increases the peak value whereas at the
negative peak the signal subtracts, tending to flatten out the waveform. In Fig. 9.7 we show the
effects of the third harmonic, where we assume the third harmonic is in phase with the fundamental.
Contrast this with Fig. 9.8, where we show the effects of the third harmonic assuming the third
harmonic is out of phase with the fundamental. When the signals are in phase, the effect of the third
harmonic is to flatten out or “square” the waveform. If out of phase, the third harmonic sharpens
the waveform, giving it a triangular appearance.
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fundamental

second harmonic

Figure 9.6: A sinusoidal waveform distorted with second harmonic.

fundamental

third harmonic

Figure 9.7: A sinusoidal waveform distorted with an in-phase third harmonic.
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fundamental

third harmonic

Figure 9.8: A sinusoidal waveform distorted with an out-of-phase third harmonic.

It should be noted that here we have grossly exaggerated the magnitude of the second and third
order terms to make the visualization possible. In reality, a good linear amplifier produces so little
second and third order that the waveforms look essentially sinusoidal to the naked eye. To see the
impact of the distortion, we must look at the signal spectrum on a log scale, where the distortion
products are clearly visible.

9.2.2 General Distortion Term
To understand the distortion generation for the n’th order power, use Euler’s Theorem and write
cosn θ = 1

2n

(
e jθ + e− jθ

)n. This allows us to use Binomial formula to expand the product

cosn
θ =

1
2n

n

∑
k=0

(
n
k

)
e jkθ e− j(n−k)θ (9.14)

Take for example, for n = 3 we have

=
1
8

((
3
0

)
e− j3θ +

(
3
1

)
e jθ e− j2θ +

(
3
2

)
e j2θ e− jθ +

(
3
3

)
e j3θ

)
(9.15)

=
1
8

(
e− j3θ + e j3θ

)
+

1
8

3
(

e jθ + e− jθ
)
=

1
4

cos3θ +
3
4

cosθ (9.16)

Using this particular example, we notice a few trends. For example, an odd power n, we will see
a pairing up of positive and negative powers of exponentials. On the other hand, if n is an even
power, the middle term is the unpaired DC term

(
2k
k

)
e jkθ e− jkθ =

(
2k
k

)
(9.17)

We conclude that in general only even powers in the transfer function can shift the DC operation
point. Return now to the general term in the binomial expansion, consider that (x+ x−1)n is given
by

(
n
k

)
xn−kx−k =

(
n
k

)
xn−2k (9.18)
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V̂o

V̂i

V̂o2

V̂o3

100mV

10mV1mV100µV10µV1µV

10mV

1mV

100µV

10µV

1µV

Gain Compression

Higher Order 
Distortion Products

Figure 9.9: A plot of the input/output relations for the fundamental, second, and third harmonic
components of the output signal.

From here we see that the term
(n

k

)
xn−2k generates every other harmonic. If n is even, then only

even harmonics are generated (including DC). If n is odd, only odd harmonics are generated. These
observations turn out to be very important as we will show later.

It’s interesting to observe that certain functions have even or odd symmetry. Recall that an
“odd” function f (−x) =− f (x) (anti-symmetric) has an odd power series expansion

f (x) = a1x+a3x3 +a5x5 + . . . (9.19)

Whereas an even function, g(−x) = g(x), has an even power series expansion

g(x) = a0 +a2x2 +a4x4 + . . . (9.20)

9.2.3 Harmonic Distortion Metrics
From the above discussion, we see that for a sinusoidal input, the output of system with memoryless
non-linear is new tones at various harmonics of the input frequency. So in general, for a sinusoidal
excitation, the output of a memoryless non-linearity can be written as

vo = V̂o1 cosω1t +V̂o2 cos2ω1t +V̂o3 cos3ω1t + . . . (9.21)

If we plot the various harmonics as a function of the input level, we generate a plot similar to
Fig. 9.9 (note the small-signal gain is 100). We will now define metrics that measure the spectral
purity of the output of the amplifier. For example, we can measure the relative amount of second or
third harmonic content in the output waveform.

The fractional second-harmonic distortion is a commonly cited metric and defined as

HD2 =
ampl of second harmonic

ampl of fund
(9.22)

Note that all even powers generate second harmonic distortion, but here we assume the a2 term
dominates. This is a good assumption as long as the input signal is small, in other words if the
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signal does not deviate significantly from the quiescent operating point. So assuming that the square
power dominates the second-harmonic,

HD2 =
a2

S2
1

2
a1S1

(9.23)

or

HD2 =
1
2

a2

a1
S1 (9.24)

In a similar way, the fractional third harmonic distortion is defined as

HD3 =
ampl of third harmonic

ampl of fund
(9.25)

If we assume that the cubic power dominates the third harmonic

HD3 =
a3

S2
1

4
a1S1

(9.26)

or

HD3 =
1
4

a3

a1
S2

1 (9.27)

Output Referred Harmonic Distortion
In terms of the output signal Som, if we again neglect gain expansion/compression, we have
Som = a1S1. This allows us to state the HD distortion metrics in terms of the output signal
amplitude

HD2 =
1
2

a2

a2
1

Som (9.28)

HD3 =
1
4

a3

a3
1

S2
om (9.29)

We may conclude that on a dB scale, as we vary the input power, the second harmonic increases
linearly with a slope of one whereas the third harmonic increases with a slope of two.

Signal Power
Notice that the output signal for a sinusoidal input is in a Fourier series

vo(t) = V̂o1 cosω1t +V̂o2 cos2ω1t +V̂o3 cos3ω1t + . . . (9.30)

By Parseval’s theorem, we know the total power in the signal is related to the power in the harmonics

∫

T
v2(t)dt =

∫

T
∑

j
V̂o j cos( jω1t)∑

k
V̂ok cos(kω1t)dt (9.31)

= ∑
j
∑
k

∫

T
V̂o j cos( jω1t)V̂ok cos(kω1t)dt (9.32)
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By the orthogonality of the harmonics, we obtain Parseval’s Theorem
∫

T
v2(t)dt = ∑

j
∑
k

1
2 δ jkV̂o jV̂ok =

1
2 ∑

j
V̂ 2

o j (9.33)

The power in the distortion relative to the fundamental power is therefore given by

Power in Distortion
Power in Fundamental

=
V 2

o2

V 2
o1

+
V 2

o3

V 2
o1

+ · · · (9.34)

= HD2
2 +HD2

3 +HD2
4 + · · · (9.35)

Total Harmonic Distortion
Motivated by the previous results, we define the Total Harmonic Distortion (T HD) by the following
expression

T HD =
√

HD2
2 +HD2

3 + · · · (9.36)

Based on the particular application, we specify the maximum tolerable T HD. Telephone audio can
be pretty distorted and T HD< 10% is acceptable. High quality audio is very sensitive, T HD< 1%
to T HD < .001%. Video is also pretty forgiving, T HD < 5% for most applications. Analog
repeaters require very low distortion or T HD< .001%. For RF amplifiers < 0.1%. These numbers
are general guidelines. Each particular application will dictate a required specification.

Example 16:

Distortion of BJT Amplifiers

+
vs

−

RL

vo

Rs

Figure 9.10: A common-emitter (CE) bipolar amplifier.

Consider the CE BJT amplifier shown in Fig. 9.10. The biasing is omitted for clarity.
The output voltage is simply

Vo =VCC − ICRC (9.37)

Therefore the distortion is generated by IC alone. Recall that the collector current is an
exponential function of the base-emitter voltage

IC = ISeqVBE/kT (9.38)
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Now assume the input VBE = vi +VQ, where VQ is the bias point. The current is
therefore given by

IC = ISe
VQ
VT︸ ︷︷ ︸

IQ

e
vi

VT (9.39)

Using a Taylor expansion for the exponential

ex = 1+ x+
1
2!

x2 +
1
3!

x3 + · · · (9.40)

IC = IQ(1+
vi

VT
+

1
2

(
vi

VT

)2

+
1
6

(
vi

VT

)3

+ · · ·) (9.41)

Define the output AC signal as ic = IC − IQ,

ic =
IQ

VT
vi +

1
2

( q
kT

)2
IQv2

i +
1
6

( q
kT

)3
IQv3

i + · · · (9.42)

Compare to So = a1Si +a2S2
i +a3S3

i + · · ·

a1 =
qIQ

kT
= gm (9.43)

a2 =
1
2

( q
kT

)2
IQ (9.44)

a3 =
1
6

( q
kT

)3
IQ (9.45)

Note that the linear term is just the transistor small-signal transconductance. This is a
good check on our calculations.

For any BJT or HBT (Si, SiGe, Ge, GaAs) device, we have the following result

HD2 =
1
4

qv̂i

kT
(9.46)

where v̂i is the peak value of the input sine voltage. For v̂i = 10mV, HD2 = 0.1 =
10%. This is a surprising result which implies that an amplifier like this in open-
loop configuration should only be used to process very small signals (microvolts to
millivolts), otherwise the output waveform will be heavily distorted.

We can also express the distortion as a function of the output current swing îc

HD2 =
1
2

a2

a2
1

Som =
1
4

îc
IQ

(9.47)

For îc
IQ
= 0.4, HD2 = 10%. For example in a power amplifier or driver application, we

may have to increase the bias current IQ beyond the limits imposed by bandwidth or
drive strength simply in order to meet the distortion requirements.
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9.2.4 Intermodulation Distortion
So far we have characterized a non-linear system for a single tone. What if we apply more than one
tone? Due to non-linearity, we cannot use the Superposition Theorem. Instead, we have to consider
each case separately. Let’s begin with two tones

Si = S1 cosω1t +S2 cosω2t (9.48)

and assume the system is described by a power series

So = a1Si +a2S2
i +a3S3

i + · · · (9.49)

Substituting the input signal we have

= a1S1 cosω1t +a1S2 cosω2t +a3(Si)
3 + · · · (9.50)

Focus on the second power term:

a2S2
1 cos2

ω1t +a2S2
2 cos2

ω2t +2a2S1S2 cosω1t cosω2t (9.51)

or simplifying,

= a2
S2

1
2
(cos2ω1t +1)+a2

S2
2

2
(cos2ω2t +1)+a2S1S2 (cos(ω1 +ω2)t − cos(ω1 −ω2)t) (9.52)

Second Order Intermodulation
The last term cos(ω1 ±ω2)t is the second-order intermodulation term. Note that this term arises
due to the non-linearity and is not predicted from our single tone analysis. It’s a new frequency that
is not a harmonic of either input signal, but rather an intermodulation of the two frequencies. The
intermodulation distortion metric IM2 is defined when the two input signals have equal amplitude
Si = S1 = S2

IM2 =
Amp of Intermod

Amp of Fund
=

a2

a1
Si (9.53)

From our previous calculation, we note the relation between IM2 and HD2

IM2 = 2HD2 = HD2 +6dB (9.54)

This term produces distortion at a lower frequency ω1 −ω2 and at a higher frequency ω1 +ω2.
In theory, for a narrowband system, we could use filters to attenuate these distortion products.

Example 17:

Consider a wideband Software Defined Radio (SDR) receiver with an input bandwidth
from 800MHz− 2.4GHz. Suppose that two unwanted interfering signals appear at
800MHz and 900MHz. Then we see that the second-order distortion will produce
distortion at 100MHz and 1.7GHz. Since 1.7GHz is in the receiver band, signals at
this frequency will be corrupted by the distortion. A weak signal in this band can be
“swamped” by the distortion. In this example, we cannot simply filter out the distortion
product since the receiver is wideband.

Apparently, a “narrowband” system does not suffer from IM2? Or does it ?
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Example 18:Low-IF Receiver
In a low-IF or direct conversion receiver, the signal is down-converted to a low interme-
diate frequency fIF . Since ω1 −ω2 can potentially produce distortion at low frequency,
IM2 is very important in such systems.

Let’s take an example of a narrowband system has a receiver bandwidth of 1.9GHz
- 2.0GHz. A sharp input filter eliminates any interference outside of this band. The
IF frequency is 1MHz. Imagine two interfering signals that appear at f1 = 1.910GHz
and f2 = 1.911GHz. Notice that f2 − f1 = fIF . Thus the output of the amplifier/mixer
generate distortion at the IF frequency, potentially disrupting the communication.

Cubic Itermodulation
So far we have applied two tones to our system and focused only on the second order terms. Now
let’s consider the output of the cubic term

a3s3
i = a3(S1 cosω1t +S2 cosω2t)3 (9.55)

First notice that the first and last term in the expansion are the same as the cubic distortion with a
single input

a3S3
1,2

4
(cos3ω1,2t +3cosω1,2t) (9.56)

The cross product terms look like
(

3
2

)
a3S1S2

2 cosω1t cos2
ω2t (9.57)

which can be simplified to

3cosω1t cos2
ω2t =

3
2

cosω1t(1+ cos2ω2t) = (9.58)

=
3
2

cosω1t +
3
4

cos(2ω2 ±ω1) (9.59)

The interesting term is the intermodulation at 2ω2 ±ω1. By symmetry, then, we also generate a
term like

a3S2
1S2

3
4

cos(2ω1 ±ω2) (9.60)

Similar to the second-order intermodulation terms, these third order intermodulations only appear
when we apply more than one tone and are not at integer harmonics of the input frequencies.

Cubic distortion plays a central role in communication systems because of the following
property. If ω1 ≈ ω2, then the intermodulation 2ω2 −ω1 ≈ ω1. This means that we can never filter
these distortion products because they fall in-band.
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ω1 ω2ω3

2ω2 − ω12ω1 − ω2

S(ω)

ω

Interfering Signals
wanted

distortion product

Figure 9.11: Suppose that a weak signal must be detected in the presence of two in-band strong
tones. The IM3 distortion generated by two tones falls very close to a desired signal at ω3 within
the band of the system.

ω1 ω2

2ω2 − ω12ω1 − ω2

S(ω)

ω

3ω2 − 2ω13ω1 − 2ω2

2ω1 2ω2

ω1 + ω2
ω2 − ω1

3ω2 − ω13ω1 − ω2

3ω13ω2

2ω1 + ω2 2ω2 + ω1
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Figure 9.12: The output spectrum of a memoryless amplifier excited by two-tones contains many
harmonic and intermodulation components.

In-Band IM3 Distortion
Now we see that even if the system is narrowband, the output of an amplifier can contain in band
intermodulation due to IM3, shown in Fig. 9.11. This is in contrast to IM2 where the frequency of
the intermodulation was at a lower and higher frequency. The IM3 frequency can fall in-band for
two in-band interferers (such as other users of the spectrum).

We define IM3 in a similar manner for Si = S1 = S2

IM3 =
Amp of Third Intermod

Amp of Fund
=

3
4

a3

a1
S2

i (9.61)

Note the relation between IM3 and HD3

IM3 = 3HD3 = HD3 +10dB (9.62)

Complete Two-Tone Response
We have so far identified the harmonics and IM2 and IM3 products. A more detailed analysis shows
that an order n non-linearity can produce intermodulation at frequencies jω1±kω2 where j+k = n.
As shown in Fig. 9.12, all tones are spaced by the difference ω2 −ω1. We will return to this result
and show that this is true.



9.2 Power Series Relation 233

Example 19:
BJT IM3
Using the results from the previous example, let’s see the maximum allowed signal for
IM3 ≤ 1%

IM3 =
3
4

a3

a1
S2

1 =
1
8

(
qv̂i

kT

)2

(9.63)

Solve v̂i = 7.3mV. That’s a pretty small voltage and for many practical applications
we’d like to improve the linearity of this amplifier. Later on we’ll explore feedback
techniques that improve the linearity.

Example 20:
MOSFET Distortion
Consider the simple single stage MOS common-source amplifier shown in Fig. 9.13.

vi

VQ

ID = IQ + io

Figure 9.13: A common source MOS amplifier.

For a long channel device, the drain current of the device is given by the square law
relation

ID =
1
2

µCox
W
L
(VGS −VT )

2 (9.64)

writing the current in terms of an AC and DC component

io + IQ =
1
2

µCox
W
L
(VQ + vi −VT )

2 (9.65)

Expanding the square

=
1
2

µCox
W
L

{
(VQ −VT )

2 + v2
i +2vi(VQ −VT )

}
(9.66)
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which allows us to separate the DC And AC terms

= IQ︸︷︷︸
dc

+µCox
W
L

vi(VQ −VT )
︸ ︷︷ ︸

linear

+ 1
2 µCox

W
L

v2
i

︸ ︷︷ ︸
quadratic

(9.67)

Clearly, an ideal square law device only generates 2nd order distortion

io = gmvi +
1
2

µCox
W
L

v2
i (9.68)

a1 = gm (9.69)

a2 =
1
2

µCox
W
L

=
1
2

gm

VQ −VT
(9.70)

a3 ≡ 0 (9.71)

The harmonic distortion is given by

HD2 =
1
2

a2

a1
vi =

1
4

gm

VQ −VT

1
gm

vi =
1
4

vi

VQ −VT
(9.72)

HD3 = 0 (9.73)
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Figure 9.14: (a) The output resistance of a short-channel MOSFET in different regions of operation
(after BSIM4 manual). (b) The mobility of a MOSFET device as a function of vertical electrical
field (controlled by VGS).

We would therefore expect that a MOS amplifier should not generate any IM3 products,
which are key in-band distortion products for narrowband RF applications. Unfor-
tunately, the real MOSFET device generates higher order distortion through several
additional mechanisms.
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As shown in Fig. 9.14a, the output impedance is non-linear, which means that unless
the load is much smaller than the device output resistance, cubic distortion will be
generated. More importantly, the mobility µ is not a constant but a function of the
vertical and horizontal electric field (Fig. 9.14b. Including this effect also introduces
cubic and higher terms in the MOS I-V curve. More importantly, if we bias the device
in moderate or weak inversion, where the device behavior is more exponential and
therefore more non-linear, cubic distortion is generated similar to a BJT. Finally, we’ll
learn that while feedback can linearize an amplifier, it can also generate cubic distortion
from a purely square law device. In a MOSFET, there is internal feedback due to source
resistance RS and feedback capacitance Cgd , and so third order is always observed.

9.3 System Level Specifications
9.3.1 Definition of Gain

When the input signal is small, gain is easy to define and most definitions tend to agree. A
common definiton for small-signal gain is to evaluate the slope of the input-output relationship of
the amplifier around the operating point of inerest. But if the signal excursion is large, then the
amplifier leaves the linear regime and the effective amplitude changes, as we have observed. As
shown in Fig. 9.15a, the small-signal gain is related to the slope of the input-output curve at a given
point. Since the curve flattens out when the amplifier “rails”, the small-signal gain (slope) goes to
zero.

Since the output is going to be rich in harmonics, we could focus our attention on the funda-
mental frequency of interest and define gain as follows

G =
Vo,ω0

Vi
(9.74)

where we assume the input is a sinusoid at frequency ω0 and the output funamental harmonic
amplitude is defined as the desired output signal. Now we can see that as the amplifier slope
changes as a function of the input drive, it’s not so clear how to define gain. For example, consider
the limit as the amplifier is driven so hard that the output clips to the positive and negative rails.
Then we have

Vo =Vrailsign(sin(ω0t)) (9.75)

or a square wave at the output. If we take the amplitude of the fundamental, we have

Vo,ω0 =
4
π

Vrail (9.76)

where 4/π is the amplitude of the first harmonic of the Fourier series of a ±1 square wave. The
gain therefore reduces with the input drive

G =
4
π

Vrail

Vi
(9.77)

or the gain tends to compress. Interestingly, before this happens, when the amplifier is only driven
with a signal to produce a weakly non-linear response, we can also observe deviations in the gain
from the small-signal value.
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Figure 9.15: (a) An amplifier input-output response exhibiting (a) gain compression and (b) gain
expansion.

9.3.2 Gain Compression
The large signal input/output relation can display gain compression or expansion, or possibly both.
In Fig. 9.15b, we show an amplifier with gain expansion. In practice the range of gain expansion is
limited by physical constraints such as supply voltage or thermal effects. Even if the power supply
were increased, eventually the current through the active devices would melt the wires!

1-dB Compression Point
Due to gain compression, eventually the output signal drops and so if plot the gain (log scale) as a
function of the input power, we identify the point where the gain has dropped by 1dB as the 1dB
compression point. In Fig. 9.16 we show a hypothetical amplifier and the 1dB compression point.
As we shall see, this is a very important number to keep in mind since most amplifiers act “linearly”
up to this point.

Apparent Gain
Recall that around a small deviation, the large signal curve is described by a polynomial

so = a1si +a2s2
i +a3s3

i + · · · (9.78)

For an input si = S1 cos(ω1t), the cubic term generates

S3
1 cos3(ω1t) = S3

1 cos(ω1t)
1
2
(1+ cos(2ω1t)) (9.79)

= S3
1

(
1
2

cos(ω1t)+
2
4

cos(ω1t)cos(2ω1t)
)

(9.80)

Recall that 2cosacosb = cos(a+b)+ cos(a−b)

= S3
1

(
1
2

cos(ω1t)+
1
4
(cos(ω1t)+ cos(3ω1t))

)
(9.81)

Collecting terms

= S3
1

(
3
4

cos(ω1t)+
1
4

cos(3ω1t)
)

(9.82)
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Figure 9.16: The gain of an amplifier plotted versus input signal. When the input power reaches the
Pi,−1 dB, the gain drops by 1dB.

The apparent gain of the system is therefore

G =
So,ω1

Si,ω1

=
a1S1 +

3
4 a3S3

1

S1
(9.83)

= a1 +
3
4

a3S2
1 = a1

(
1+

3
4

a3

a1
S2

1

)
= G(S1) (9.84)

If a3/a1 < 0, the gain compresses with increasing amplitude, otherwise the gain expands.

Calculation of the 1-dB Compression Point
Let’s find the input level where the gain has dropped by 1dB

20log
(

1+
3
4

a3

a1
S2

1

)
=−1dB (9.85)

3
4

a3

a1
S2

1 =−0.11 (9.86)

S1 =

√
4
3

∣∣∣∣
a1

a3

∣∣∣∣×
√

0.11 = IIP3−9.6dB (9.87)

The term in the square root is called the third-order intercept point (see next few slides).

9.3.3 Intermodulation Intercept Point
Intercept Point IP2

As shown in Fig. 9.17, the extrapolated point where IM2 = 0dBc is known as the second order
intercept point IP2. Since the second order IM distortion products increase like s2

i , we expect that at
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Figure 9.17: A plot of the fundamental and quadratic intermodulation product power versus input
power.

some power level the distortion products will overtake the fundamental signal. The extrapolated
point where the curves of the fundamental signal and second order distortion product signal meet
is the intercept point (IP2). At this point, by definition IM2 = 0dBc. The input power level when
IM2 = 0dBc is known as IIP2, and the output power when this occurs is the OIP2 point. Once the
IP2 point is known, the IM2 at any other power level can be calculated since for a 1dB back-off
from the IP2 point, the IM2 improves 1dB (dB for dB). This is somewhat confusing since the IP2
products increase 2dB per every 1dB of input power, but keep in mind that IM2 is the ratio (or
distance between the curves on a log-scale), which only increases by 1dB.

One final point about IP2 is that this is the extrapolanted point, not the actual point measured in
the lab. This may seem puzzling at first but the reason that we measure IP2 at low powers is that we
want only second-order distortion terms to be due to a2, and not higher even powers. This fixes the
slope of the IM2 versus power at the 1-dB value, which makes it convenient to predict IM2 at other
power levels. So a good rule of thumb is to measure IM2 slope in the lab (or with simulation) and
verify the slope is only unity, and then proceed to make the extrapolation.

Intercept Point IP3

Naturally, the extrapolated point where IM3 = 0dBc is known as the third-order intercept point IP3,
as shown in Fig. 9.18. Since the third order IM distortion products increase like s3

i , we expect that
at some power level the third-order distortion products will overtake the fundamental signal. The
extrapolated point where the curves of the fundamental signal and third order distortion product
signal meet is the intercept point (IP3). At this point, by definition IM3 = 0dBc. This input power
level is known as IIP3, and the output power when this occurs is the OIP3 point. Once the IP3 point
is known, the IM3 at any other power level can be calculated. Note that for a 10dB back-off from
the IP3 point, the IM3 improves 20dB. The 2 : 1 slope comes about since the input power increases
linearly whereas the cubic products increases with a slope of 3, so the ratio (or distance on the
log-scale) has a slope of 2.
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Figure 9.18: A plot of the fundamental and cubic intermodulation product power versus input
power.

Example 21:

Intercept Point Example

From the graph of Fig. 9.18 we see that our amplifier has an IIP3 = −10dBm. (a)
What’s the IM3 for an input power of Pin =−20dBm? (b) What’s the IM3 for an input
power of Pin =−110dBm?

(a) Since the IM3 improves by 20dB for every 10dB back-off, it’s clear that IM3 =
20dBc. In this case we can also just read from the graph.

(b) In this case, we don’t have measured data, so we rely on the 2:1 slope of IM3. For
-110 dBm, we are backing off from the IP3 point by 100 dB, so IM3 should improve by
twice that amount or IM3 = 200dBc.

From the above results we see that for small input signals, the amplifier is linear for all
intents and purposes, since the distortion products are extremely small and buried in
the noise of the amplifier.

Calculated IIP2/IIP3

We can also calculate the IIP points directly from our power series expansion. By definition, the
IIP2 point occurs when

IM2 = 1 =
a2

a1
Si (9.88)
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Interference
channel

(a) (b)

Figure 9.19: (a) The front-end of every communication system includes a channel filter (to attenuate
out of band blockers) and an LNA to improve the sensitivity of the system. (b) In a typical
communication system, the desired signal is often accompanied by a larger number of interference
signals (or “blockers”), which are simply signals originating from other users of the channel.

Solving for the input signal level

IIP2 = Si =
a1

a2
(9.89)

In a like manner, we can calculate IIP3

IM3 = 1 =
3
4

a3

a1
S2

i (9.90)

IIP3 = Si =

√
4
3

∣∣∣∣
a1

a3

∣∣∣∣ (9.91)

9.3.4 Blocker or Jammer
In a typical front-end amplifier shown in Fig. 9.19a, the low noise amplifier (LNA) is preceded by a
channel filter to remove any unwanted interfering signals. The remaining spectrum at the input,
though, may contain in-band blockers (other users of the channel). Consider the input spectrum of
a weak desired signal and a “blocker” as shown in Fig. 9.19b

Si = S1 cosω1t︸ ︷︷ ︸
Blocker

+s2 cosω2t︸ ︷︷ ︸
Desired

(9.92)

We shall show that in the presence of a strong interferer, the gain of the system for the desired signal
is reduced. This is true even if the interference signal is at a substantially difference frequency. We
call this interference signal a “jammer”.

Obviously, the linear terms do not create any kind of desensitization. The second order terms,
likewise, generate second harmonic and intermodulation, but not any fundamental signals. Te cubic
term a3S3

i , though, generates the jammer desensitization term

S3
i = S3

1 cos3
ω1t + s3

2 cos3
ω2t +3S2

1s2 cos2
ω1t cosω2t +3s2

2S2 cos2
ω2t cosω1t (9.93)
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unmodulated waveform (input) modulated waveform due to CM

Figure 9.20: An unmodulated signal passed through a non-linear system picks-up modulation from
another signal through cross-modulation.

The first two terms generate cubic and third harmonic whereas the last two terms generate fun-
damental signals at ω1 and ω2. The last term is much smaller as s2 ≪ S1. The blocker term is
therefore given by

a33S2
1s2

1
2

cosω2t (9.94)

This term adds or subtracts from the desired signal. The gain is therefore given by

Apparent Gain =
a1s2 +a3

3
2 S2

1s2

s2
(9.95)

Suppose that a3/a1 < 0, then we have

= a1 +a3
3
2

S2
1 = a1︸︷︷︸

small-signal gain

(
1− 3

2

∣∣∣∣
a3

a1

∣∣∣∣S2
1

)

︸ ︷︷ ︸
blocker induced gain reduction

(9.96)

This result is very important as it shows that as long as the jammer signal passes through the
amplifier, it reduces the gain for the desired signal, even if they are not in close frequency proximity.

Out of Band 3-dB Desensitization
Let’s find the blocker power necessary to desensitize the amplifier by 3dB. Solving the above
equation

20log
(

1− 3
2

∣∣∣∣
a3

a1

∣∣∣∣S2
1

)
=−3dB (9.97)

We find that the blocker power is given by

POB = P−1 dB+1.2dB (9.98)

It’s now clear that we should avoid operating our amplifier with any signals in the vicinity of P−1 dB,
since gain reduction occurs if the signals are any larger. At this signal level, there is also significant
intermodulation distortion since IP3 = P−1 dB +9.6dB, which implies that IM3 ∼ 2×9.6dBc =
19.2dBc.

9.3.5 Cross-Modulation of AM Signals
Consider a simple AM signal (modulated by a single tone)

s(t) = S2(1+mcosωmt)cosω2t (9.99)
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where the modulation index m ≤ 1. This can be written as

s(t) = S2 cosω2t +
m
2

cos(ω2 −ωm)t +
m
2

cos(ω2 +ωm)t (9.100)

The first term is the RF carrier and the last terms are the modulation sidebands. Cross modulation
(CM) occurs in AM systems (e.g. video cable tuners) when the modulation of a large AM signal
transfers to another carrier going through the same amplifier, as shown in Fig. 9.20

Si = S1 cosω1t︸ ︷︷ ︸
wanted

+S2(1+mcosωmt)cosω2t︸ ︷︷ ︸
interferer

(9.101)

CM occurs when the output contains a term like

K(1+δ cosωmt)cosω1t (9.102)

where δ is called the transferred modulation index. For So = a1Si + a2S2
i + a3S3

i + · · · , the term
a2S2

i does not produce any CM. The term

a3S3
i = · · ·+3a3S1 cosω1t (S2(1+mcosωmt)cosω2t)2 (9.103)

is expanded to

= · · ·+3a3S1S2
2 cosω1t(1+2mcosωmt +m2 cos2

ωmt)× 1
2(1+ cos2ω2t) (9.104)

We can now identify the important term

So = · · ·+a1S1(1+3
a3

a1
S2

2mcosωmt)cosω1t (9.105)

We define the cross modulation as

CM =
Transferred Modulation Index
Incoming Modulation Index

(9.106)

CM = 3
a3

a1
S2

2 = 4IM3 (9.107)

We see that for a memoryless system, there is a relation bewteen CM, IM3, and HD3

= IM3(dB)+12dB (9.108)

= 12HD3 = HD3(dB)+22dB (9.109)

9.3.6 Power Series Inversion
Sometimes it’s easier to find a power series relation for the input in terms of the output. This
happens when there is an analytical relation between the input and output that cannot be easily
inverted. If we express this relation as a power series

Si = a1So +a2S2
o +a3S3

o + · · · (9.110)

We can calculate the inverse relation

So = b1Si +b2S2
i +b3S3

i + · · · (9.111)
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Figure 9.21: The cascade of two memoryless non-linear systems.

by substituting the above equation into the original equation and equating coefficient of like powers

Si = a1(b1Si +b2S2
i +b3S3

i + · · ·)+a2(· · ·)2 +a3(· · ·)3 + · · · (9.112)

Equating linear terms, we find, as expected, that a1b1 = 1, or b1 = 1/a1. Equating the square terms,
we have

0 = a1b2 +a2b2
1 (9.113)

b2 =−a2b2
1

a1
=−a2

a3
1

(9.114)

Finally, equating the cubic terms we have

0 = a1b3 +a22b1b2 +a3b3
1 (9.115)

b3 =
2a2

2

a5
1
− a3

a4
1

(9.116)

It’s interesting to note that if a power series does not have cubic, a3 ≡ 0, the inverse series will
nevertheless display cubic due to the first term above.

9.3.7 Amplifier Cascade
A common situation is that we cascade two non-linear systems, as shown in Fig. 9.21. For instance,
a two-stage amplifier can be decomposed into the cascade such that

y = f (x) = a1x+a2x2 +a3x3 + · · · (9.117)

z = g(y) = b1y+b2y2 +b3y3 + · · · (9.118)

We’d like to find the overall relation

z = c1x+ c2x2 + c3x3 + · · · (9.119)

To find c1, c2, · · · , we simply substitute one power series into the other and collect like powers. The
linear terms, as expected, are given by

c1 = b1a1 = a1b1 (9.120)
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The square terms are given by

c2 = b1a2 +b2a2
1 (9.121)

The first term is simply the second order distortion produced by the first amplifier and amplified by
the second amplifier linear term. The second term is the generation of second order by the second
amplifier. Finally, the cubic terms are given by

c3 = b1a3 +b22a1a2 +b3a3
1 (9.122)

The first and last term have a very clear origin. The middle terms, though, are more interesting.
They arise due to second harmonic interaction when the second order distortion of the first amplifier
can interact with the linear term through the second order non-linearity to produce cubic distortion.
Even if both amplifiers have negligible cubic, a3 = b3 ≡ 0, we see the overall amplifier can generate
cubic through this mechanism.

For example, consider two square law devices in cascade, such that a3 = b3 = 0 but both have
a2 and b2. Now uppose that the first amplifier generates distortion products like ω1 ±ω2 through
second order non-linearity a2. Now the second amplifier also will effectively multiply its own
inputs through b2, which multiplies this distortion product ω1 ±ω2 with the fundamentals such as
ω1 and ω2. This generates 2ω1 ±ω2 and 2ω2 ±ω1, 3rd order intermodulation products.

Example 22: Cascade Example

id = Gm(vgs)
vo = R(id)

vgs

Figure 9.22: A MOS amplifier drives a non-linear load. This problem can be analyzed as a cascade
of two non-linearities.

In most transistor amplifiers, we can decompose the non-linearity as a cascade of two
non-linearities, as shown in Fig. 9.22. The Gm non-linearity

id = Gm1vin +Gm2v2
in +Gm3v3

in + · · · (9.123)

and the output impedance non-linearity

vo = R1id +R2i2d +R3i3d + · · · (9.124)

The output impedance can be a non-linear resistor load (such as a current source load)
or simply the load of the device itself, which has a non-linear component.



9.3 System Level Specifications 245

IIP2A

IIP3A

IIP2B

IIP3B

IIP2

IIP3

GA
V

GA
P

Figure 9.23: The setup for the calculation of the cascade intercept points.

IIP2 Cascade
Commonly we’d like to know the performance of a cascade in terms of the individual amplifier
IIP2’s and IIP3’s, as shown in Fig. 9.23. To do this, note that IIP2 = c1/c2, so for the cascade we
have (using our derived results)

c2

c1
=

b1a2 +b2a2
1

b1a1
=

a2

a1
+

b2

b1
a1 (9.125)

This leads to

1
IIP2

=
1

IIP2A +
a1

IIP2B (9.126)

This is a very intuitive result, since it simply says that we can input refer the IIP2 of the second
amplifier to the input by the voltage gain of the first amplifier.

In general, since the signal amplitude grows through a cascade of non-linearities, the distortion
products generated downstream are increasingly important and tend to dominate the overall linearity
of the system.

Example 23: IIP2 Cascade Example

Suppose the input amplifiers of a cascade has IIP2A =+0dBm and a voltage gain of
20dB. The second amplifier has IIP2B =+10dBm.

The input referred IIP2B
i = 10dBm−20dB =−10dBm. This is a much smaller signal

than the IIP2A, so clearly the second amplifier dominates the distortion. The overall
distortion is given by IIP2 ≈−12dB.

Now suppose IIP2B =+20dBm. Since IIP2B
i = 20dBm−20dB = 0dBm, we cannot

assume that either amplifier dominates. Using the formula, we see the actual IIP2 of
the cascade is degraded by a factor of 2, IIP2 =−3dBm.

IIP3 Cascade
Using the same approach, let’s start with

c3

c1
=

b1a3 +b2a1a22+b3a3
1

baa1
=

(
a3

a1
+

b3

b1
a2

1 +
b2

b1
2a2

)
(9.127)



246 Chapter 9. Amplifier Distortion

The last term, the second harmonic interaction term, will be neglected for simplicity. Then we have

1
IIP32 =

1
IIP32

A
+

a2
1

IIP32
B

(9.128)

which shows that the IIP3 of the second amplifier is input referred by the voltage gain squared, or
the power gain.

The second harmonic interaction term can be neglected when the two amplifiers are narrowband.
In such a case, the second order non-linearity of the first amplifier is filtered and does not interact
in a substantial way with the second amplifier. For example, if the first amplifier generates second
harmonic, the narrowband filter attenuates these distortion products, preventing them from mixing
with the fundamental to generate IM3. Likewise, if the first amplifier generates IM2 products, the
narrowband filter prevents these distortion products from entering the second amplifier, where they
can interact with the fundamental to produce mixing products. In this case, AC coupling also helps
to attenuate these low frequency distortion products.

Example 24: LNA/Mixer Example
A common situation is an LNA and mixer cascade. The mixer can be characterized
as a non-linear block with a given IIP2 and IIP3. Suppose the LNA has an IIP3A =
−10dBm and a power gain of 20dB and the mixer has an IIP3B =−20dBm. If we
input refer the mixer IP3, we have IIP3B

i = −20dBm− 20dB = −40dBm. In this
case, the mixer will dominate the overall IIP3 of the system.

9.3.8 N Tone Excitation of a MemoryLess Non-Linearity
Consider the effect of an m’th order non-linearity on an input of N tones

ym =

(
N

∑
n=1

An cosωnt

)m

(9.129)

Let’s use Eulor’s identity again

ym =

(
N

∑
n=1

An

2
(
eωnt + e−ωnt)

)m

(9.130)

The above sum is over positive and negative frequencies. We can double the range of the sum by
defining a negative frequency index as a negative frequency

ym =

(
N

∑
n=−N

An

2
eωnt

)m

(9.131)

where we assumed that A0 ≡ 0 and ω−k =−ωk. The product of sums can be written as lots of sums

= ∑()×∑()×∑() · · ·×∑()︸ ︷︷ ︸
m−times

(9.132)
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=
N

∑
k1=−N

N

∑
k2=−N

. . .
N

∑
km=−N

Ak1Ak2 · · ·Akm

2m × e j(ωk1+ωk2+···+ωkm )t (9.133)

Notice that we generate frequency component ωk1 +ωk2 + · · ·+ωkm , sums and differences between
m non-distinct frequencies. There are a total of (2N)m terms.

Let’s take a simple example of m = 3, N = 2. We already know that this cubic non-linearity
will generate harmonic distortion and IM products. We have (2N)m = 43 = 64 combinations of
complex frequencies, ω ∈ {−ω2,−ω1,ω1,ω2}. There are 64 terms that looks like this (HD3). For
example, third harmonic is generated by

ω1 +ω1 +ω1 = 3ω1 (9.134)

and IM3 products are generated as follows

ω1 +ω1 +ω2 = 2ω1 +ω2 (9.135)

and also

ω1 +ω1 −ω2 = 2ω1 −ω2 (9.136)

Note that we can also generate fundamental, which corresponds to gain compression or expansion

ω1 +ω1 −ω1 = ω1 (9.137)

Notice that from all of these 64 terms, many generate the same frequency so we now need to figure
out how many are unique.

Frequency Mix Vector
Let the vector k⃗ = (k−N , · · · ,k−1,k1, · · · ,kN) be a 2N-vector where element k j denotes the number
of times a particular frequency appears in a given term. As an example, consider the frequency
terms

+ω2 −ω1 +ω2 = 2ω2 −ω1
−ω1 +ω2 +ω2 = 2ω2 −ω1
+ω2 +ω2 −ω1 = 2ω2 −ω1



 k⃗ = (0,1,0,2) (9.138)

all described by the same vector k⃗. Note that since −ω1 appears only once, there’s a 1 in its entry.
Likewise, since ω2 appears twice, there’s a 2 in its entry.

Properties of k⃗
First note that from Eq. (9.133), the sum of the k j must equal m

N

∑
j=−N

k j = k−N + · · ·+ k−1 + k1 + · · ·+ kN = m (9.139)

where m is the power of the non-linearity.
For a fixed vector k⃗0, how many different sum vectors are there? We can sum m frequencies m!

ways, but since the order of the sum is irrelevant, we need to divide out the suplicities. Since each
k j coefficient can be ordered k j! ways, the number of ways to form a given frequency product is
given by the number of times this occurs

(m;⃗k) =
m!

(k−N)! · · ·(k−1)!(k1)! · · ·(kN)!
(9.140)
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Since our signal is real, each term has a complex conjugate present. Hence there is another vector
k⃗′0 given by

k⃗′0 = (kN , · · · ,k1,k−1, · · · ,k−N) (9.141)

Notice that the components are in reverse order since ω− j =−ω j. If we take the sum of these two
terms we have

2ℜ

{
e j(ωk1+ωk2+···+ωkm )t

}
= 2cos(ωk1 +ωk2 + · · ·+ωkm)t (9.142)

The amplitude of a frequency product is thus given by 2 times the number of times it occurs
(Eq. 9.140) scaled by the factor 1/2m, or

2× (m;⃗k)
2m =

(m;⃗k)
2m−1 (9.143)

Example 25:

IM3 Revisited

Using this new tool, let’s derive an equation for the IM3 product more directly. Since we
have two tones, N = 2. IM3 is generated by the m= 3 non-linear term. A particular IM3
product, such as (2ω1 −ω2), is generated by the frequency mix vector k⃗ = (1,0,2,0).

(m;⃗k) =
3!

1! ·2!
= 3 (9.144)

2m−1 = 22 = 4 (9.145)

So the amplitude of the IM3 product is 3/4a3s3
i . Relative to the fundamental

IM3 =
3
4

a3s3
i

a1si
=

3
4

a3

a1
s2

i (9.146)

Example 26:

Pentic Non-Linearity

Let’s calculate the gain expansion/compression due to the 5th order non-linearity. For
a one tone, we have N = 1 and m = 5. A pentic term generates fundamental as follows

ω1 +ω1 +ω1 −ω1 −ω1 = ω1 (9.147)
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In terms of the k⃗ vector, this is captured by k⃗ = (2,3). The amplitude of this term is
given by

(m;⃗k) =
5!

2! ·3!
=

5 ·4
2

= 10 (9.148)

2m−1 = 24 = 16 (9.149)

So the fundamental amplitude generated is a5
10
16 S5

i .

Example 27:

Apparent Gain Due to Pentic

The apparent gain of the system, including the 3rd and 5th, is thus given by

AppGain = a1 +
3
4

a3S2
i +

10
16

a5S4
i (9.150)

At what signal level is the 5th order term as large as the 3rd order term?

3
4

a3S2
i =

10
16

a5S4
i (9.151)

Si =

√
1.2

a3

a5
(9.152)

For a bipolar amplifier, we found that a3 = 1/(3!V 3
t ) and a5 = 1/(5!V 5

t ). Solving for
Si, we have

Si =Vt
√

1.2×5×4 ≈ 127mV (9.153)

9.4 Effect of Feedback on Distortion
The block diagram of a feedback amplifier is shown in Fig. 16.11. In this section we will show that
in most situations, the action of the feedback linearizes a system, and thus reduces the distortion
generated by a non-linear device. We know this to be true for large loop gain, since in the limit of
infinite loop gain, the closed-loop gain of such a system only depends on the feedback network,
which is usually realized with linear passive elements rather than active devices.

Assume that the only distortion is in the forward path a

so = a1sε +a2s2
ε +a3s3

ε + · · · (9.154)
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+ a

f

si
sε so

Figure 9.24: A generic feedback amplifier.

where sε is the difference signal applied to the non-linear device

sε = si − f so (9.155)

where f < 1 is the feedback factor. Substituting the above expression results in Eq. 9.154

so = a1(si − f so)+a2(si − f so)
2 +a3(si − f so)

3 + · · · (9.156)

Ultimately we’d like to derive an equation in the following form

so = b1si +b2s2
i +b3s3

i + · · · (9.157)

Substitute this desired solution into the equation to obtain

b1si + b2s2
i +b3s3

i + · · ·= a1(si − f b1si − f b2s2
i −·· ·)

+ a2(b1si +b2s2
i +b3s3

i + · · ·)2 +a3(b1si +b2s2
i +b3s3

i + · · ·)3 + · · · (9.158)

Solve for the first order terms

b1si = a1(si − f b1si) (9.159)

b1 =
a1

1+a1 f
=

a1

1+T
(9.160)

The above equation is the same as linear analysis (loop gain T = a1 f ). Now let’s equate second
order terms

b2s2
i =−a1 f b2s2

i +a2(si − f b1si)
2 (9.161)

b2(a+a1 f ) = a2

(
1− f a1

1+T

)2

(9.162)

b2(1+T )3 = a2(1+T −T )2 = a2 (9.163)

b2 =
a2

(1+T )3 (9.164)
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Equating third-order terms, we arrive at

b3s3
i = a1(− f b3s3

i )+a2(− f b22s3
i )+a3(si − f b1si)

3 + · · · (9.165)

b3(1+a1 f ) =−2a2b2 f
1

1+T
+

a3

(1+T )3 (9.166)

b3(1+T ) =
−2a2 f
1+T

a2

(1+T )3 +
a3

(1+T )3 (9.167)

b3 =
a3(1+a1 f )−2a2

2 f
(1+a1 f )5 (9.168)

Second Order Interaction
The term 2a2

2 f is the second order interaction. Second order distortion in the forward path is fed
back and combined with the input linear terms to generate third order distortion. We can eliminate
the third order distortion if

a3(1+a1 f ) = 2a2
2 f (9.169)

Harmonic Distortion in Feedback Amplifiers
The harmonic distortion in a feedback amplifier is now easily calculated using the modified
coefficients of the power series

HD2 =
1
2

b2

b2
1

som (9.170)

=
1
2

a2

(1+T )3
(1+T )2

a2
1

som (9.171)

=
1
2

a2

a2
1

som

1+T
(9.172)

Recall that without feedback HD2 =
1
2

a2
a2

1
som. For a given output signal, the negative feedback

reduces the second order distortion by 1
1+T .

Likewise the third harmonic distortion ratio can be calculated

HD3 =
1
4

b3

b3
1

s2
om (9.173)

=
1
4

a3(1+T )−2a2
2 f

(1+T )5
(1+T )3

a3
1

s2
om (9.174)

=
1
4

a3

a3
1

s2
om

︸ ︷︷ ︸
disto with no fb

1
1+T

[
1− 2a2

2 f
a3(1+T )

]
(9.175)

Note that in most of the equations derived so far, the improvement in linearity comes with loop
gain T . It turns out that the same equations hold true at high frequency if we replace the DC value
of T with T ( jω).
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Figure 9.25: A non-linear block preceded by a linear attenuator.

Feedback versus Input Attenuation
Notice that the distortion is improved for a given output signal level, which is what we want. We
can simply improve the input referred distortion by using an attenuator as shown in Fig. 9.25. Say
so1 = f si with f < 1, then

so = a1so1 +a2s2
o1 +a3s3

o1 + · · ·= a1 f︸︷︷︸
b1

si +a2 f 2
︸︷︷︸

b2

s2
i +a3 f 3
︸︷︷︸

b3

s3
i + · · · (9.176)

Note that all the non-linear coefficents are reduced and even b2/b1 and b3/b1 are lower, so for the
same input signal level, there’s less distortion. There’s a price to pay in that the noise performanc
eof the amplifier has been comprised (see Sec. ?? in Ch. ??). But the distortion is unchanged for a
given output signal

HD2 =
1
2

b2

b2
1

som =
1
2

a2

a2
1

som (9.177)

In other words, if we want to drive the same power into a load, the distortion is the same since
we have to raise the input of the amplifier back up to the same level. With feedback, though, we
actually improve the distortion, even for the same output level.

9.4.1 Bipolar Amplifiers With Feedback
In this section we will apply the derivations of the previous section to practical amplifiers. It is not
always obvious how to map a real amplifier into the ideal model represented by Fig. 16.11. In some
case, such a simple representation may not be valid at all. But fortunately most feedback amplifiers
can be approximated in such a manner.

Bipolar Amplifier with Emitter Degeneration
Consider a common example, a common emitter amplifier with degeneration shown in Fig. 9.26.
Previously we calculated the distortion without feedback and found the amplifier to be extremely
non-linear due to the exponential current response. The action of the feedback is to reduce the
non-linearity by sensing the output current and feeding back an input voltage which subtracts from
the vbe of the device.

Working directly with the equations, the total input signal applied to the base of the amplifier is

vi +VQ =VBE + IERE (9.178)

The VBE and IE terms can be split into DC and AC currents (assume α ≈ 1)

vi +VQ =VBE,Q + vbe +(IQ + ic)RE (9.179)

Subtracting bias terms we have a separate AC and DC equation

VQ =VBE,Q + IQRE (9.180)
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Figure 9.26: A common emitter amplifier with degeneration.

vi = vbe + iCRE (9.181)

The AC equation can be put into the following form

vbe = vi − icRE (9.182)

Compare this to our feedback equation

sε = si − f so (9.183)

The equations have the same form with the following substitutions

sε = vbe (9.184)

so = ic (9.185)

si = vi (9.186)

f = RE (9.187)

Now we know that

ic = a1vbe +a2v2
be +a3v3

be + · · · (9.188)

where the coefficients a1,2,3,··· come from expanding the exponential into a Taylor series

a1 = gm a2 =
1
2

IQ

V 2
t

· · · (9.189)

With feedback we have

ic = b1vi +b2v2
i +b3v3

i + · · · (9.190)
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The loop gain T = a1 f = gmRE , which allows us to write

b1 =
gm

1+gmRE
(9.191)

b2 =
1
2

( q
kT

)2 IQ

(1+gmRE)3 (9.192)

b3 = · · · (9.193)

Harmonic Distortion with Feedback
Using our derived modified coefficients we have

HD2 =
1
2

b2

b2
1

som (9.194)

=
1
4

îc
iq

1
1+gmRE

(9.195)

HD3 =
1
4

b3

b3
1

s2
om (9.196)

=
1
24

(
îc
IQ

)2 1− 3gmRE
1+gmRE

1+gmRE
(9.197)

Harmonic Distortion Null
You may notice something interesting in Eq. 9.197. Since the second term in the numerator is
strictly positive (passive resistor), we can adjust the feedback to obtain a null in HD3. Solve
HD3 = 0

3gmRE

1+gmRE
= 1 (9.198)

which gives us the critical value of RE

RE =
1

2gm
(9.199)

For example, for IQ = 1mA, RE = 13Ω. This is plotted in Fig. 9.27.

Bipolar Amplifier with Finite Source Resistance
Up to now we have assumed a perfect “voltage" driven amplifier. In reality, all sources have
non-zero source impedance which we must take into account. Re-writing the KVL equation for the
input loop (Fig. 9.28)

vi +VQ − IBRB =VBE + IERE (9.200)

Assume that α ≈ 1, β = β0 (constant). Let RB = RS + rb represent the total resistance at the base

vi +VQ =VBE + IC

(
RE +

RB

β0

)
(9.201)

The formula is the same as the case of a BJT with emitter degeneration with R′
E = RE +RB/β0. In

other words, the source resistance also tends to linearize the BJT amplifier, but with a feedback
factor that is β times smaller, since the base current is directly proportional to the collector (output)
current.
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Figure 9.27: The third-order harmonic distortion as a function of RE for a common emitter amplifier.

Emitter Follower
For an emitter follower shown in Fig. 9.29a, we notice that the same equations apply as before with
RE = RL. If the load resistance is large enough, then the loop gain is very large and the emitter
follower is very linear. We see that the amount of distortion generated by the follower is a strong
function of the load resistance and the required drive.

Common Base Amplifier
Finally, for the common base amplifier shown in Fig. 9.29b, we also note that the same equation
applies with RE acting as the feedback element

vi −VQ + ICRE =−VBE (9.202)

Therefore the same equations can be used. In many cases RE is the source resistance and so the
action of the source linearizes the amplifier. This amplifier is more linear than a common emitter
amplifier driven with the same source resistance since the current through RE is roughly the same
as the collector (output) current.
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Figure 9.28: A common emitter amplifier driven with source resistance.
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Figure 9.29: Setup for the calculation of the distortion in a (a) emitter follower amplifier and (b)
common base amplifier.



10. Introduction to Noise

As shown in Fig. 10.1, even in the absence of an input signal, all electronic amplifiers generate
noise. This noise originates from the random thermal motion of carriers and the discreteness of
charge. Noise signals are random and must be treated by statistical means. Even though we cannot
predict the actual noise waveform, we can predict the statistics such as the mean (average) and
power in a specific frequency band of interest.

10.0.1 Noise Power

The average value of the noise waveform is zero

vn(t) =< vn(t)>=
1
T

∫

T
vn(t)dt = 0 (10.1)

The mean is also zero, which means if we freeze time and take an infinite number of samples from
identical amplifiers, the average voltage from all samples will be zero. The variance, though, is
non-zero. Equivalently, we may say that the signal power is non-zero

vn(t)2 =
1
T

∫

T
v2

n(t)dt ̸= 0 (10.2)

vo(t)

t

Figure 10.1: A hypothetical amplifier with grounded input generates noise at the output due to
internal noise sources.
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Figure 10.2: Say something.
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Figure 10.3: A noisy circuit can be replaced by a noiseless circuit and an equivalent noise generator.

The RMS (root-mean-square) voltage is given by

vn,rms =

√
vn(t)2 (10.3)

10.1 Noise in an LTI System
A fundamental result from Stochastic Systems, derived in the following section, is that if you inject
noise into an LTI system (such as a filter), the output noise is shaped by the magnitude of the
transfer function

V 2
=
∫

∞

−∞

S( f )|H( f )|2d f (10.4)

Note that we can’t say anything about the phase, but we know the magnitude response will be
filtered. Any white noise source, such as a resistor, will be shaped by poles in the system.

10.1.1 Noise for Passive Circuits
For a general linear circuit, such as the N port shown in Fig. 11.4, the mean square noise voltage
(current) at any port is given by the equivalent input resistance (conductance)

v2
eq = 4kT ℜ(Z( f ))δ f (10.5)

This is the “spot” noise. If the network has a filtering property, then we integrate over the band of
interest

v2
T,eq = 4kT

∫

B
ℜ(Z( f ))d f (10.6)

Unlike resistors, L’s and C’s do not generate noise. They do shape the noise due to their frequency
dependence.

10.1.2 Noise Analysis
To find the equivalent mean square noise voltage for a circuit, we use the small signal-model
(noise signals are actually small, so it’s a great approximation). For each noise source, invoke
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Figure 10.4: The power spectrum of a white noise source.
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Figure 10.5: Measurement setup to measure the noise power in a particular frequency band.

superposition and calculate the noise contribution to the desired node

v2
n,o = |G1,o|2v2

n,1 + |G2,o|2v2
n,2 + · · ·= ∑

k
|Gk,o|2v2

n,k (10.7)

where v2
n,k is the kth noise source, and the gain from that noise to the output node is given by Gk,o.

Note that the polarity of the noise sources is irrelevant since we’re summing powers (all positive
quantities). The above expression assumes that the noise sources are independent. Later on we’ll
see how to handle correlated noise sources.

10.1.3 Power Spectrum of Noise (Optional)
The power spectrum of the noise shows the concentration of noise power as a function of frequency.
Many noise sources are “white” in that the spectrum is flat (up to extremely high frequencies),
as shown in Fig. 10.4. In such cases the noise waveform is totally unpredictable as a function of
time. In other words, there is absolutely no correlation between the noise waveform at time t1 and
some later time t1 +δ , no matter how small we make δ . To understand the power spectrum of a
signal, let us motivate it through a simple experiment. Suppose we have a power meter, a device
that measures the power of a signal by computing a time average of the square of a signal

p =
∫

T
x(t)2dt (10.8)

To measure the amount of power at a particular frequency band, then, we would use a sharp filter
around the frequency of interest and pass the signal into the pwoer meter, as shown in Fig. 10.5.
To see the corresponding mathematical operation, let us calculate the average power of a random
signal that is applied to a filter with impulse reponse h1(t)

y12 (t) = lim
T→∞

1
2T

T∫

−T




∞∫

−∞

h1 (τ1)x(t − τ1)dτ1






∞∫

−∞

h1 (τ2)x(t − τ2)dτ2


dt (10.9)
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Re-arranging the order of integration

=

∞∫

−∞

∞∫

−∞

h1 (τ1)h1 (τ2)


limT→∞

1
2π

T∫

−T

x(t − τ1)x(t − τ2)dt


dτ1dτ2 (10.10)

The autocorrelation function is defined as

ϕxx (t) = x(t)x(t + τ) = lim
T→∞

1
2T

T∫

−T

x(t)x(t + τ)dt (10.11)

which allows us to re-write the above average power expression as

y12 (t) =
∞∫

−∞

∞∫

−∞

h1 (τ1)h2 (τ2)ϕxx (τ1 − τ2)dτ1dτ2 (10.12)

Consider the Fourier Transform pair

ϕxx ( jω) =

∞∫

−∞

ϕxx (τ)e− jωτdτ (10.13)

and

ϕxx (τ) =
1

2π

∞∫

−∞

ϕxx ( jω)e jωτdω (10.14)

ϕxx( jω) is a real and even function of ω since ϕxx(t) is a real and even function of t. Substitute the
frequency domain representation of ϕ into the expression for the average power

y12 (t) =
∞∫

−∞

∞∫

−∞

h1 (τ1)h1 (τ2)
1

2π

∞∫

−∞

ϕxx ( jω)e jω(τ1−τ2)dωdτ1dτ2 (10.15)

Again re-arrange the order of integration

=
1

2π

∞∫

−∞

ϕxx ( jω)

∞∫

−∞

∞∫

−∞

h1 (τ1)h1 (τ2)e jω(τ1−τ2)dτ1dτ2 (10.16)

Note that the integrations over τ are separable into two Fourier transforms

=
1

2π

∞∫

−∞

ϕxx ( jω)




∞∫

−∞

h1 (τ1)e+ jωτ1dτ1






∞∫

−∞

h1 (τ2)e− jωτ2dτ2


dω (10.17)

or

y12 (t) =
1

2π

∞∫

−∞

ϕxx ( jω)H1 ( jω)H1
∗ ( jω)dω (10.18)

=
1

2π

∞∫

−∞

ϕxx ( jω) |H1 ( jω)|2dω (10.19)
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Figure 10.6: Two equivalent representations of the noise of a resistor.

The average power in the frequency range 0< f < f1 is now

y12 (t) =
1

2π

∞∫

−∞

ϕxx ( jω)|H1 ( jω)|2dω (10.20)

For a brick-wall filter

=
1

2π

ω1∫

−ω1

ϕxx ( jω)dω =

f1∫

− f1

ϕxx ( j2π f )d f = 2

f1∫

0

ϕxx ( j2π f )d f (10.21)

We can now generalize and say that to measure the power in any frequency range, apply an ideal
bandpass filter with passband f1 < f < f2

y12 (t) = 2

f2∫

f1

ϕxx ( j2π f )d f (10.22)

The interpretation of ϕxx as the the power spectral density (PSD) is clear.

10.1.4 Spectrum Analyzer
A spectrum analyzer measures the PSD of a signal. We can build a “Poor Man’s" spectrum analyzer
as shown in Fig. 10.6 by utilizing a fixed IF or baseband high Q filter and a mixer to down-convert
the band of interest to the IF. By sweeping the frequency of the mixer LO port, we can sweep the
frequency that is down-converted, and thus by plotting the output voltage over time, we are viewing
the power spectrum of the signal. The plot can be generated with a CRT, with the vertical controlled
by the power detector and the horizontal controlled by the sweep ramp waveform.

A modern spectrum analyzer is similar in spirit but uses an analog-to-digital converter instead
of a power detector so that the bandwidth of the PSD observation can be changed on the fly.

10.2 Thermal Noise
10.2.1 Resistor Thermal Noise

All resistors generate noise. The noise power generated by a resistor R can be represented by a
series voltage source with mean square value v2

n

v2
n = 4kT RB (10.23)
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Figure 10.7: Two equivalent representations of the noise of a resistor.

Equivalently, we can represent this with a current source in shunt

i2n = 4kT GB (10.24)

Here B is the bandwidth of observation and kT is Boltzmann’s constant times the temperature of
observation. An equivalent circuit is shown in Fig. 10.7, where the noisy resistor is replaced by an
ideal noiseless resistor and a noise generator. This result comes from thermodynamic considerations,
thus explaining the appearance of kT . Often we speak of the “spot noise”, or the noise in a specific
narrowband δ f

v2
n = 4kT Rδ f (10.25)

Since the noise is white, the shape of the noise spectrum is determined by the external elements
(L’s and C’s).

Example 28: Resistor Noise Example

Suppose that R = 10kΩ and T = 20◦C = 293K.

4kT = 1.62×10−20 (10.26)

v2
n = 1.62×10−16 ×B (10.27)

vn,rms =

√
vn(t)2 = 1.27×10−8

√
B (10.28)

If we limit the bandwidth of observation to B = 106MHz, then we have

vn,rms ≈ 13µV (10.29)

This represents the limit for the smallest voltage we can resolve across this resistor in
this bandwidth
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Figure 10.8: A complicated resistive circuit can be simplified using equivalent generators that have
noise.

Combination of Resistors
If we put two resistors in series, then the mean square noise voltage is given by

v2
n = 4kT (R1 +R2)B = v2

n1 + v2
n2 (10.30)

The noise powers add, not the noise voltages. Likewise, for two resistors in parallel, we can add the
mean square currents

i2n = 4kT (G1 +G2)B = i2n1 + i2n2 (10.31)

This holds for any pair of independent noise sources (zero correlation).
For an arbitrary resistive circuit shown in Fig. 10.8, we can find the equivalent noise by using

a Thevenin (Norton) equivalent circuit or by transforming all noise sources to the output by the
appropriate power gain (e.g. voltage squared or current squared)

VT,s =VS
R3

R1 +R3
(10.32)

v2
T n = 4kT RT B = 4kT (R2 +R1||R3)B (10.33)

Example 29: Noise of an RC Circuit

G C

Figure 10.9: A simple RC circuit generates a total integrated noise independent of the resistance.

To find the equivalent mean square noise voltage of an RC circuit shown in Fig. 10.9,
begin by calculating the impedance

Z =
1
Y

=
1

G+ jωC
=

G− jωC
G2 +ω2C2 (10.34)

Integrating the noise over all frequencies, we have

v2
n =

4kT
2π

∫
∞

0

G
G2 +ω2C2 dω =

kT
C

(10.35)
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Figure 10.10: The noise power radiation incident on an ideal antenna produces an equivalent noise
voltage at the terminals.
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Rrad
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Figure 10.11: The equivalent circuit of an antenna includes the radiation resistance and the
associated noise.

Notice the result is independent of R. Since the noise and bandwidth are propor-
tional/inversely proportional to R, the influence of R cancels out.

10.2.2 Noise of a Receiving Antenna
Assume we construct an antenna with ideal conductors so Rwire = 0 (Fig. 10.10). If we connect the
antenna to a spectrum analyzer, though, we will observe noise. The noise is also “white” but the
magnitude depends on where we point our antenna (sky versus ground).

v2
a = 4kTARradB (10.36)

TA is the equivalent antenna temperature and Rrad is the radiation resistance of the antenna. Since
the antenna does not generate any of its own thermal noise, the observed noise must be incident on
the antenna. In fact, it’s “black body” radiation. Physically TA is related to the temperature of the
external bodies radiating into space (e.g. space or the ground). We can represent the noise of the
antenna with the equivalent circuit shown in Fig. 10.11.

10.3 Physical Origin of Noise (Optional)
An elegant derivation of the physical origin of the noise of a resistor is due to van der Ziel. Consider
an RC circuit where as a result of thermal agitation of electrons, the capacitor is charged and
discharged constantly. On average, the energy stored is given by the equipartition theorem:

1
2

CV 2 =
1
2

kBT (10.37)

V 2 =
kBT
C

(10.38)
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This result will be derived rigorously assuming a Boltzmann distribution for the energy.

10.3.1 Noise Voltage Due to Resistor
Let’s say that we don’t know the power spectral density of the noise of the resistor. Whatever it’s
noise is, though, we know that noise voltage at the capacitor can be computed from

V 2
=
∫

∞

−∞

S2
V (ω)|H(ω)|2dω (10.39)

where H(ω) is the transfer function from the resistor noise to the capacitor

H(ω) =
1

1+ jωRC
(10.40)

|H(ω)|2 = 1
1+ω2(RC)2 (10.41)

Integrating the noise we have

V 2
=
∫

∞

−∞

S2
V (ω)

1
1+ω2(RC)2 dω (10.42)

If we assume that the voltage noise density does not depend on frequency (experimental fact), then
we have

V 2
= S2

V

∫
∞

−∞

1
1+ω2(RC)2 dω =

S2
V

2RC
(10.43)

Now applying the Equipartition Theorem

SV
2

2RC
=

kBT
C

(10.44)

SV
2
= 2kBT R (10.45)

In most noise calculations, we integrate noise over positive frequencies, which means we should
double the result of our previous calculation to properly account for noise

SV
2
= 4kBT R (10.46)

This is the result that we quoted earlier, first observed by Johnson and derived analytically by
Nyquist using a different Thermodynamic argument.

Energy Stored in a Capacitor Due to Noise
We will now prove the earlier result where we invoked the equipartition theorem. For a capacitor, the
energy stored E =CV 2/2 due to a noise resistor should be proportional to the Boltzmann distribution
exp(−E/kBT ) (assume thermal equilibrium at temperature T ). To find the proportionality constant,
note that integrating this quantity over all energy values should be unity

∫
∞

−∞

K exp
(−CV 2

2kBT

)
dV = 1 (10.47)
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so

K =

√
C

2πkBT
(10.48)

Now we can compute the mean squared value of the voltage

V 2 =

√
C

2πkBT

∫
∞

−∞

V 2 exp
(−CV 2

2kBT

)
dV (10.49)

V 2 =
kBT
C

(10.50)

The last step follows after performing the integral.

10.4 Noise in Active Devices
10.4.1 Diode Shot Noise

A forward biased diode exhibits noise called shot noise. This noise arises due to the quantized
nature of charge crossing a potential barrier. The noise mean square current is given by

i2d,n = 2qIDCB (10.51)

The noise is white and proportional to the DC current IDC. Reversed biased diodes exhibit excess
noise not related to shot noise.

10.4.2 Noise in a Bipolar Junction Transistor
All physical resistors in a BJT produce noise (rb, re, rc). The output resistance ro, though, is not a
physical resistor. Likewise, rπ , is not a physical resistor. Thus these resistances do not generate
noise since they are modeling elements rather than actual physical resistors. Similar to a diode, the
junctions of a BJT exhibit shot noise

i2b,n = 2qIBB (10.52)

i2c,n = 2qICB (10.53)

At low frequencies the transistor exhibits “Flicker Noise” or 1/ f Noise.

BJT Hybrid-Π Model
The extended equivalent circuit shown in Fig. 10.12 includes noise sources. Note that a small-signal
equivalent circuit is appropriate because the noise perturbation is very small and in most cases the
non-linear effects can be ignored. On the other, the time-varying effects of the circuit play a very
important role in communication circuits, a topic we will visit when we study mixers.

10.4.3 FET Noise
In addition to the extrinsic physical resistances in a FET (rg, rs, rd), the channel resistance also
contributes thermal noise. The drain current noise of the FET is therefore given by

i2d,n = 4kT γgds0δ f +K
Ia
D

CoxL2
e f f f e δ f (10.54)
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Figure 10.12: The equivalent circuit of a bipolar amplifier with noise sources shown explicitly.

The first term is the thermal noise due to the channel resistance and the second term is the “Flicker
Noise”, also called the 1/ f noise, which dominates at low frequencies. The factor γ = 2

3 for a
long channel device. The constants K, a, and e are usually determined empirically. FETs typically
exhibit much higher flicker noise, an artifact of the way these devices are fabricated. In a FET
where the current conduction occurs at the surface, so called “dangling bonds" and oxide traps
contribute to the flicker noise.

FET Channel Resistance
Consider a FET with VDS = 0. Then the channel conductance is given by

gds,0 =
∂ IDS

∂VDS
= µCox

W
L
(VGS −VT ) (10.55)

For a long-channel device, this is also equal to the device transconductance gm in saturation

gm =
∂ IDS

∂VGS
= µCox

W
L
(VGS −VT ) (10.56)

For short-channel devices, this relation is not true, but we can define

α =
gm

gd0
̸= 1 (10.57)

FET Noise Equivalent Circuit
The equivalent circuit shown in Fig. 10.13 includes the noise sources discussed thus far. Addi-
tionally, the resistance of the substrate also generates thermal noise. In most circuits we will be
concerned with the noise due to the channel i2d and the input gate noise v2

Rg
dominate.

10.5 Noise in Communication Systems
10.5.1 Degradation of Link Quality

As we have seen, noise is an ever present part of all systems. Since transmitters and receivers are
made with electronic components, they add even more noise to the signals that we are trying to
transmit and detect. In analog systems, noise deteriorates the quality of the received signal, e.g.
the appearance of “snow” on the TV screen, or “static” sounds during an audio transmission. In
digital communication systems, noise can occasionally introduce errors in the transmitter bits, and
so it degrades the Bit Error Rate (BER). This ultimately results in a reduced throughput because it
requires retransmission of data packets or extra coding to recover the data in the presence of errors.
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Figure 10.13: The equivalent circuit of a FET with the noise sources shown explicitly.
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Figure 10.14: The Bit Error Rate (BER) versus the signal-to-noise ratio (SNR) for a hypotheical
communication system.
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Figure 10.15: The spurious free dynamic range SFDR measures the available dynamic range of a
signal at a particular point in a system. For instance, in an amplifier the largest signal determines
the distortion “noise” floor and the noise properties of the amplifier determine the “noise floor”.

It’s typical to plot the Bit-Error-Rate (BER) in a digital communication system for a given
modulation scheme (Fig. 10.14). This shows the average rate of errors for a given signal-to-noise-
ratio (SNR). For instance a BER = 10−6 means that only 1 in a million bits will be detected in error.
The more complicated the modulation scheme, the more SNR is required to faithfully transmit and
receive these signals. Usually digital systems are quite tolerant of noise up a limit, which is shown
as the “waterfall" point on the graph. For the modulation scheme shown in Fig. 10.14, the probably
of error is nearly unity for an SNR ∼ 0dB, which makes sense. On the other hand, if the system
requires a raw BER< 10−3, then the required SNR> 30dB. In other words, the signal should be a
thousand times stronger than the noise power.

In general, therefore, we strive to maximize the signal to noise ratio in a communication system.
If we receive a signal with average power Psig, and the average noise power level is Pnoise, then the
SNR is simply

SNR =
Psig

Pnoise
(10.58)

SNR(dB) = 10 · log
Psig

Pnoise
(10.59)

Here we distinguish between random noise and “noise” due to interferers or distortion generated by
the amplifier. But a more complete description requires us to consider both effects. We can get
away by ignoring the distortion if we assume that the input signal is weak (close to the level of
noise) so that the distortion products are small. But in a worst case scenario, the weak signal is
accompanied by an large interfering signal, which also produces significant distortion products.
This is captured by the spurious free dynamic range SFDR, shown in Fig. 10.15. Often we call
tones at the harmonics or intermodulation frequencies as distortion products and any other tones as
“spurs”. Often spurs are also harmonics of other signals, such as a reference clock.

10.5.2 Noise Figure
The Noise Figure (NF) of an amplifier is a block (e.g. an amplifier) is a measure of the degradation
of the SNR, or the ratio the input signal-to-noise (SNRi) to output signal-to-noise (SNRo)

F =
SNRi

SNRo
(10.60)
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+Pin + Ns
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G

Figure 10.16: The noise of an amplifier can be equated to an equivalent input referred noise source
and a noiseless amplifier. The input noise source is by definition a noise source that produces the
same output noise as the actual amplifier.

Commonly quoted on a log scale

NF(dB) = 10 · log(F) (10.61)

Since any system can at best pass the input noise to the output, F ≥ 1 or NF ≥ 0dB. But most
systems add noise and thus the output noise is even more corrupt. The noise figure is measured (or
calculated) by specifying a standard input noise level through the source resistance Rs at a given
temperature. For RF communication systems, this is usually specified as Rs = 50Ω and T = 293◦K.

Suppose an amplifier has a gain G and apply the definition of F

SNRi =
Psig

Ns
(10.62)

SNRo =
GPsig

GNs +Namp,o
(10.63)

The term Namp,o is the total output noise due to the amplifier in absence of any input noise.

SNRo =
Psig

Ns +
Namp,o

G

(10.64)

Let Namp,i denote the total input referred noise of the amplifier (see Fig. 10.16)

SNRo =
Psig

Ns +Namp,i
(10.65)

The noise figure is therefore

F =
SNRi

SNRo
=

Psig↗
Ns

× Ns +Namp,i

Psig↗
(10.66)

F = 1+
Namp,i

Ns
≥ 1 (10.67)

It’s now even more clear that all amplifiers have a noise figure ≥ 1. Any real system degrades the
SNR since all circuit blocks add noise.

The amount of noise added by the amplifier is normalized to the incoming noise Ns in the
calculation of F . For RF systems, this is the noise of a 50Ω source at 293◦K. Since any amplification
degrades the SNR, why do any amplification at all? Because often the incoming signal is too weak
to be detected without amplification.
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Figure 10.17: The noise figure of the cascade of two blocks can be readily calculated if the blocks
are impedance matched to a common Z0.

10.5.3 Noise Figure of Cascaded Blocks
If two blocks are cascaded as shown in Fig. 10.17, we would like to derive the noise figure of the
total system. Assume the blocks are impedance matched properly to result in a gain G = G1G2.
For each amplifier in cascade, we have

Fi = 1+
Namp,i

Ns
(10.68)

By definition, the noise added by each amplifier to the input is given by

Namp,i = Ns(F −1) (10.69)

where Ns represents some standard input noise. If we now input refer all the noise in the system we
have

N′
amp,i = Ns(F1 −1)+

Ns(F2 −1)
G1

(10.70)

which gives us the total noise figure of the amplifier

F = 1+
N′

amp,i

Ns
= 1+(F1 −1)+

F2 −1
G1

= F1 +
F2 −1

G1
(10.71)

Apply the formula to the last two blocks

F23 = F2 +
F3 −1

G2
(10.72)

F = F1 +
F23 −1

G1
(10.73)

= F1 +
F2 −1

G1
+

F3 −1
G1G2

(10.74)

The general equation is written by inspection

= F1 +
F2 −1

G1
+

F3 −1
G1G2

+
F4 −1

G1G2G3
+ · · · (10.75)

It’s important to realize that we have assumed that the noise powers can be moved easily from block
to block without consideration of any impedances. This is true if the blocks are all matched to a
common impedance.
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Rest of 
Front-EndLNA

Figure 10.18: The low noise amplifier, or LNA, is the first block in any communication system. It
is used to reject the noise of the rest of the system.

Low Noise Amplifiers
We see that in a cascade, the noise contribution of each successive stage is smaller and smaller. The
noise of the first stage is the most important.Thus, every communication system employs a low
noise amplifier (LNA) at the front to relax the noise requirements. A typical LNA might have a
G = 20dB of gain and a noise figure NF < 1.5dB. The noise figure depends on the application.

Example 30: NF Cascade Example

LNA VGA

LO

G1 G2

F1 F2

G3

F3

Figure 10.19: A typical receiver chain consists of an LNA, mixer, and IF amplifier.

Consider a typical receiver chain shown in Fig. 10.19, which includes an LNA with
gain G = 15dB and noise figure NF = 1.5dB, followed by a mixer with conversion
gain of G = 10dB and NF = 10dB. The IF amplifier has G = 70dB and NF = 20dB.
Even though the blocks operate at different frequencies, we can still apply the cascade
formula if the blocks are impedance matched. The overall noise figure is given by

F = 1.413+
10−1

60
+

100−1
60 ·10

= 2.4dB (10.76)

10.5.4 Minimum Detectable Signal
The minimum detectable signal (MDS) is the smallest signal that can appear at the input of the
receiver and still result in a “proper" detection. Proper is a probabilistic concept and refers to a
given desired value of the BER. Let’s do a simple example to make this concept more concrete.
Suppose that a system requires an SNR of 10dB for proper detection (to satisfy the BER). Also
suppose that the detector needs a minimum voltage amplitude of 10mV (for the analog-to-digital
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conversion). If a front-end receiver has a NF = 10dB, let’s compute the minimum input power that
can support communication:

SNRo =
SNRi

F
=

Pmin
Ns

F
> 10 (10.77)

or

Pmin > 10 ·F ·Ns = 10 ·F · kT B (10.78)

we see that the answer depends on the bandwidth B.

Pmin = 10dB+NF −174dBm+10 · logB (10.79)

For wireless data, B ∼ 10MHz:

Pin = 10dB+10dB−174dB+70dB =−84dBm (10.80)

Translated into voltage on 50Ω, that’s a signal of only 20 µV. Since the detector requires a signal
of amplified 10mV, the system should have a voltage gain of

GV =
10mV
20 µV

= 0.5×103 ≈ 500(54dB) (10.81)

We see that the noise figure has a dB for dB impact on the minimum detectable input signal.
Since the received power drops (at best) > 20dB per decade of distance, a few dB improvement in
NF may dramatically improve the coverage area of a communication link. Otherwise the transmitter
has to boost the TX power, which requires excess power consumption due to the efficiency η of the
transmitter.

10.6 Conclusion
We started this chapter by looking at the fundamental sources of noise and mathematical tools to
analyze the noise power spectrum. Since noise is not a deterministic process, we need special tools
to analyze noise problems. The physical origin of noise through thermal, shot, and flicker noise
processes was discussed. Next we took a system perspective on noise and defined analyzed the
noise figure of a communication system and the impact on the bit-error rate. Fundamentally, in an
interference free environment, the sensitivity of a receiver is determined by its noise figure, which
means it’s very important to realize a front-end receiver with a low noise block that can interface
with the antenna, providing sufficient gain with only a small degradation in the signal SNR. The
design of such an low noise amplifier will be the topic of the next chapter.





11. Low Noise Amplifier (LNA) Analysis and Design

11.1 Two-Port Noise

Any noisy two port can be replaced with a noiseless two-port and equivalent input noise sources
as shown in Fig. 11.1. In general, these noise sources are correlated. For now let’s neglect the
correlation. The equivalent sources are found by opening and shorting the input. As shown in
Fig. 11.2a, when we short the input, the equivalent current noise does not enter the two-port
whereas the voltage noise is applied across the input terminal of the two-port. By equating the
output noise of the noisey and noiseless blocks, we can derive the magnitude of the input noise
generator. Likewise, as shown in Fig. 11.2b, when we open circuit the two-port, the equivalent
input noise generator is “dangling” and does not produce any noise whereas the full current noise
flows into the two-port.

Example 31: BJT Noise Sources

Consider the equivalent circuit model of a common emitter BJT shown in Fig. 11.3.

Noisy
Two-Port

Noiseless
Two-Port

v2
n

i2n

Figure 11.1: Any two port can be represented by an equivalent noiseless two-port and two correlated
noise generators. A convenient representation involves the pair of input noise current/voltage
generators.
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Figure 11.2: Procedure for calculating the equivalent input noise (a) voltage and (b) current.
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Figure 11.3: A simplified equivalent circuit model of the common emitter BJT including the noise
sources.

Consider the base as port 1 and the collector as port 2 of a two-port circuit. Let us
derive the equivalent generator noise voltage and current. If we leave the base of a BJT
open, then the total output noise is given by

i2o = i2c +β
2i2b = i2nβ

2 (11.1)

or

i2n =
i2c
β 2 + i2b ≈ i2b (11.2)

If we short the input of the BJT, we have

i2o ≈ g2
mv2

n

(
Zπ

Zπ + rb

)2

= β
2 v2

n

(Zπ + rb)2 (11.3)

= β
2 v2

rb

(Zπ + rb)2 + i2c (11.4)

Solving for the equivalent BJT noise voltage

v2
n = v2

rb
+

i2c(Zπ + rb)
2

β 2 (11.5)
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Noiseless
Two-Port

v2
n

i2n

Rs

Vs

Figure 11.4: A two-port system represented by its equivalent input noise sources.

v2
n ≈ v2

rb
+

i2cZ2
π

β 2 (11.6)

At low frequencies this simplifies to

v2
n ≈ v2

rb
+

i2c
g2

m
(11.7)

v2
n = 4kT Brb +

2qICB
g2

m
(11.8)

i2n =
2qIc

β
(11.9)

11.1.1 Role of Source Resistance
We can now begin to appreciate that the generator source impedance plays an important role in
the noise figure of a two port. Consider Fig. 11.4 where if we assume that Rs = 0, then only the
voltage noise v2

n is important. Likewise, if Rs = ∞, only the current noise i2n is important. Intuitively
then, we can select an amplifier based on the following selection criteria: If Rs is large, then select
an amplifier with low i2i (MOS input stage). If Rs is low, pick an amplifier with low v2

n (BJT input
stage). For a given Rs, there is an optimal v2

n/i2n ratio. Alternatively, for a given amplifier, there is
an optimal Rs

Equivalent Input Noise Voltage
For a given application, the source impedance Rs is fixed. For many communication systems, the
source impedance Rs = 50Ω. In Fig. 11.4, let us find the total output noise voltage for a fixed Rs

v2
o = (v2

nA2
v + v2

Rs
A2

v)

(
Rin

Rin +Rs

)2

+

(
Rin

Rin +Rs

)2

R2
s i2nA2

v (11.10)

= (v2
n + i2nR2

s + v2
Rs
)

(
Rin

Rin +Rs

)2

A2
v (11.11)
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Noiseless
Two-Port

v2
eqRs

Vs

Figure 11.5: A general two-port can be simplified to a noise-less two-port and an equivalent voltage
noise generator.

This means that we can simplify the equivalent circuit to Fig. 11.5, which captures the total
noise into a simple equivalent voltage noise generator

v2
eq = v2

n + i2nR2
s (11.12)

Applying the definition of noise figure

F = 1+
Namp,i

Ns
= 1+

v2
eq

v2
s

(11.13)

Optimal Source Impedance
Let v2

n = 4kT RnB and i2n = 4kT GnB. Then

F = 1+
Rn +GnRs

Rs
= 1+GnRs +

Rn

Rs
(11.14)

This equation is very revealing since it shows that there are only two noise terms in the above
equation, one that scales with Rs and the other that scales inversely with Rs. Therefore there must
be an optimum, which occurs when these terms contribute equally to the output noise. This is easy
to prove by taking a derivative

dF
dRs

= Gn −
Rn

R2
s
= 0 (11.15)

We see that the noise figure is minimized for

Ropt =

√
Rn

Gn
=

√
v2

n

i2n
(11.16)

The major assumption we made was that v2
n and i2n are not correlated. The resulting minimum noise

figure is thus

Fmin = 1+GnRs +
Rn

Rs
(11.17)

= 1+Gn

√
Rn

Gn
+

√
Gn

Rn
Rn (11.18)

= 1+2
√

RnGn (11.19)
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For an arbitrary amplifier the noise figure is F . Consider the difference between F and Fmin

F −Fmin = GnRs +
Rn

Rs
−2
√

RnGn (11.20)

=
Rn

Rs
(1+

GnR2
s

Rn
−2

Rs

Rn

√
RnGn (11.21)

=
Rn

Rs

(
1+
(

Rs

Ropt

)2

− 2Rs

Ropt

)
(11.22)

=
Rn

Rs

∣∣∣∣
Rs

Ropt
−1
∣∣∣∣
2

(11.23)

= RnRs |Gopt −Gs|2 (11.24)

Sometimes Rn is called the noise sensitivity parameter since we can express the noise figure as

F = Fmin +RnRs |Gopt −Gs|2 (11.25)

which clearly shows that the rate of deviation from optimal noise figure is determined by Rn. If a
two-port has a small value of Rn, then we can be sloppy and sacrifice the noise match for gain. If
Rn is large, though, we have to pay careful attention to the noise match. Most software packages
(Spectre, ADS) will plot Yopt and Fmin as a function of frequency, allowing the designer to choose
the right match for a given bias point.

Transistor Device Selection
Previously we found the equivalent noise generators for a BJT

v2
n = v2

rb
+

i2c
g2

m
= 4kT Brb +

2qICB
g2

m
(11.26)

i2n = i2b (11.27)

The noise figure is therefore

F = 1+
4kTrb +

2qIC
g2

m

4kT Rs
+

2qICR2
s

β4kT Rs
= 1+

rb

Rs
+

1
2gmRs

+
gmRs

2β
(11.28)

According to the above expression, we can choose an optimal value of gmRs to minimize the noise.
But the second term rb/Rs is fixed for a given transistor dimension.

The transistor base resistance rb should be smaller than the source. This resistance can be
scaled down by increasing the area of the device. This has an additional benefit of lowering the
current density which delays the onset of the Kirk Effect. But a larger device means more capacitive
parasitics. We can thus see that BJT transistor sizing involves a compromise:

• The transconductance depends only on IC and not the size (unlike a FET).
• The charge storage effects and fT only depend on the base transit time, a fixed vertical

dimension.
• A smaller device has smaller junction area but can only handle a given current density before

Kirk effect reduces performance.
• A larger device has smaller base resistance rb but larger junction capacitance.
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Figure 11.6: The layout of a simple bipolar junction transistor (BJT).
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Figure 11.7: A noisy two-port is represented as a noiseless two-port with equivalent correlated
voltage and current noise sources.

11.1.2 Two-Port Noise with Correlation
Let’s calculate the noise figure of a general two-port shown in Fig. 11.7. The total input current
into the device is easily calculated by superposition

ii =
Yin

Yin +Ys
is +

Yin

Yin +Ys
in +

1
Zin +Zs

vn (11.29)

Here we have added noise currents and voltages as if they were deterministic signals. We need
to exercise caution when computing the power entering the two-port by carefully considering the
correlation among the sources. The above expression can be simplified by noting that

1
Zin +Zs

vn =
Yin

Ys +Yin
Ysvn (11.30)

The total noise current is thus given by

ii =
Yin

Yin +Ys
(is + in +Ysvn) (11.31)

Now the total input RMS power is proportional to i2i ℜ(Zin), and the ratio of powers can be written
simply

F =
i2i

i2i
∣∣∣
in=0,vn=0

= 1+
(in +Ysvn)2

i2s
(11.32)
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The last equality follows from the fact that the source noise is independent of the two-port noise.
It’s fruitful to now express the input current in as a sum of two part, a part uncorrelated from vn

called iu and a part that is correlated ic

in = iu +YCvn (11.33)

The admittance YC is called the correlation admittance. With the above substitution, we have

= 1+
(iu +(YC +Ys)vn)2

i2s
(11.34)

But now by the fact that the numerator terms are independent by design gives us

= 1+
i2u + |YC +Ys|2v2

n

i2s
(11.35)

Let vn = 4kT Rn and iu = 4kT Gn so that we can express the above in the following form

F = 1+
Gn

Gs
+

Rn

Gs
|YC +Ys|2 (11.36)

= 1+
Gn

Gs
+

Rn

Gs
((GC +Gs)

2 +(BC +Bs)
2) (11.37)

Noise Optimum Source Admittance Revisited
For the general case with correlation, the optimum source impedance is easily found by taking
partials of F . In particular note that the minimum F as a function of Bs is given by −BC. In terms
of Gs

∂F
∂Gs

=−Gu

G2
s
+

Rn

Gs
2(GC +Gs)−

(GC +Gs)
2Rn

G2
s

= 0 (11.38)

Just as before, the solution exists can be shown to correspond to a minimum point

Gs,opt =

√
G2

C +
Gu

Rn
(11.39)

Bs,opt =−BC (11.40)

Setting Yc to zero, our result agrees with our previous calculation. Just as before, in general
YS,opt ̸=Y ∗

in and thus the noise match does not correspond to the gain match, and thus a compromise
is necessary to find the best performance.

11.1.3 Scattering Parameter Representation
We have an important result from our two-port network analysis of noise. For any two-port, the
noise is described by four parameters, which can be expressed as

F = Fmin +
Rn

Gs
|Ys −Ys,opt |2 (11.41)

Fmin is the minimum achievable noise figure when the source admittance is set to Ys,opt , and deviates
from this value according to the scale factor Rn.

Unfortunately, we are not always free to choose Ys,opt as our source admittance due to other
conflicting factors (gain, stability). So how can we select Ys to get the best overall performance? A
powerful way to visualize the trade-off in noise peformance versus source impedance is to analyze
the problem in the scattering parameter domain and plot the noise figure as a function of the source
reflection coefficient as contours on the Smith Chart.
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Source Reflection Representation
Our ultimate goal is to plot the noise figure on the Smith Chart so that we can compare the noise
performance to gain circles. It’s desirable to represent the noise in terms of the source reflection
coefficient

|YS −Yopt |2 =
∣∣∣∣
1−ΓS

1+ΓS
− 1−Γopt

1+Γopt

∣∣∣∣
2

Y 2
0 (11.42)

=

∣∣∣∣
(1−ΓS)(1+Γopt)− (1−Γopt)(1+ΓS)

(1+ΓS)(1+Γopt)

∣∣∣∣
2

Y 2
0 (11.43)

Simplifying the numerator, we have

= 4Y 2
0

|Γopt −ΓS|2

|1+ΓS|2 |1+Γopt |2
(11.44)

GS = ℜ(YS) =
1
2
(YS +Y ∗

S ) =
1
2

Y0

(
1−ΓS

1+ΓS
+

1−Γ∗
S

1+Γ∗
S

)
(11.45)

=
Y0

2
(1−ΓS)(1+Γ∗

S)+(1−Γ∗
S)(1+ΓS)

|1+ΓS|2
= Y0

1−|ΓS|2
|1+ΓS|2

(11.46)

With these substitutions, we have

F = Fmin +
4RnY0|Γopt −ΓS|2

(1−|ΓS|2) |1+Γopt |2
(11.47)

Does this look like a circle? Not yet, unless you have a very well trained eye. We will next show
that for a fixed value of F , this is an equation for a circle in the Γ plane. Collect all terms that are
constant for fixed F

N =
F −Fmin

4RnY0
|1+Γopt |2 (11.48)

With this definition, the equation simplifies to

N =
|ΓS −Γopt |2

1−|ΓS|2
(11.49)

N(1−|ΓS|2) = (ΓS −Γopt)(Γ
∗
S −Γ

∗
opt) (11.50)

N(1−|ΓS|2) = Γ
2
S − (ΓoptΓ

∗
S +Γ

∗
optΓS)−|Γopt |2 (11.51)

|ΓS|2(N +1)− (ΓoptΓ
∗
S +Γ

∗
optΓS)−|Γopt |2 −N = 0 (11.52)
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Figure 11.8: An ADS test setup to analyze the gain and noise performance of a BJT amplifier.

Completing the square,

|ΓS|2 −
1

N +1
(ΓoptΓ

∗
S +Γ

∗
optΓS)+

|Γopt |2
(N +1)2 =

|Γopt |2 +N
N +1

+
|Γopt |2
(N +1)2 (11.53)

which is rewritten as

∣∣∣∣ΓS −
Γopt

N +1

∣∣∣∣=
√

N(N +1−|Γopt |2)
N +1

(11.54)

We are now in a position to say that indeed, the equation is a circle. The noise circles are centered
at Γopt/(N +1) with radius given by the right hand side. Note that, as expected, the optimum noise
figure is a point centered at Γopt with radius zero (N = 0).

Example 32:BJT Amplifier Example

A BJT device in common emitter configuration is shown in Fig. 11.8. The simulation
setup will calculate the S parameters, noise figure, and available gain circles.

A plot of the maximum stable gain (MSG), NF50 Ω, and NFmin is shown in Fig. 11.9.
Note the fmax is around 30GHz with about 15.7dB stable gain at 5GHz. The minimum
achievable noise figure is about 1.25dB but the 50Ω noise figure is considerably higher.

What is the best achievable noise/gain trade-off? By plotting the available gain circles
GA along with the noise figure circles (Fig. 11.10, we can choose an appropriate point
to achieve a reasonable trade-off. For instance, the GA = 15dB circle intersects the
NF = 1.5dB circle when the source impedance is ZS = Z0(2.4+ j0.6).
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Figure 11.11: FET common-source (CS) amplifier noise equivalent circuit model.
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11.2 FET Common Source Amplifier
Let’s analyze the noise performance of a FET Common Source (CS) amplifier, as shown in
Fig. 11.11. The mdoel contains the following noise sources:

Rs v2
vs
= 4kT BRs

Rg v2
g = 4kT BRg

Rch i2d = 4kT Bgd0γB
RL i2L = 4kT BGL

11.2.1 CS Noise at Low Frequencies
Summing all the noise at the output (assume low frequency)

i2o = i2d + i2L +(v2
g + v2

s )g
2
m (11.55)

Which results in the noise figure

F = 1+
v2

g

v2
s

+
i2d + i2L
g2

mv2
s

(11.56)

= 1+
Rg

Rs
+

gd0γ +GL

Rsg2
m

(11.57)

Assume gm = gd0 (long channel approximation)

= 1+
Rg

Rs
+

γ

gmRs
+

GLGS

g2
m

(11.58)

If we make gm sufficiently large, the gate resistance will dominate the noise. The gate resistance
has two components, the physical gate resistance and the induced channel resistance

RG = Rpoly +δRch =
1
3

W
L

R□+
1
5

1
gm

(11.59)

The factors 1/3 and 1/5 come from a distributed analysis of the channel noise. They are valid for
single-sided gate contacts. To reduce the gate resistance, a multi-finger layout approach (Fig. 11.12)
is commonly adopted. As a bonus, the junction capacitance is reduced due to the junction sharing.

11.2.2 CS Noise at Medium Frequencies
If we repeat the calculation at medium frequencies (Fig. 11.13), ignoring Cgd , we simply need to
input refer the drain noise taking into account the frequency dependence of Gm

Gm = gm
1/( jωCgs)

1/( jωCgs)+Rs +Rg
(11.60)

=
gm

1+ jωCgs(Rs +Rg)
(11.61)

The drain noise is input referred by the magnitude squared

|Gm|−2 = g−2
m (1+ω

2C2
gs(Rs +Rg)

2) (11.62)

So the noise figure is simply given by (neglect the noise of RL)

F = 1+
Rg

Rs
+

γ

α

(
1+ω

2C2
gs(RS +Rg)

2) (11.63)

Assume that Rs ≫ Rg (good layout). The medium frequency noise is given by

F∞ = 1+
γ

α

ω2C2
gsR

2
s

gmRS
= 1+

γ

α

(
ω

ωT

)2

gmRs (11.64)
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Figure 11.12: FET multi-finger device layout to minimize gate resistance and junction capacitance.
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Figure 11.13: FET common-source amplifier model at medium frequencies (neglecting Cgd).
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11.2.3 MOS Amplifier Current Gain
Let’s recalculate the MOS amp noise figure (quickly). Note that the current gain of the MOS amp
is given by

io = gmv1 = gm
vs

Rs +Rg +
1

jωCgs

(
1

jωCgs

)
(11.65)

= vs
gm

1+ jωCgs(Rs +Rg)
≈ vs

gm

jωCgs(Rs +Rg)
(11.66)

This can be rewritten as io = Gmvs, where

Gm =− j
ωT

ω

1
Rs +Rg

(11.67)

This facilitates the noise calculations since the total noise is given by

i2o,T = G2
m(v2

g + v2
s )+ i2d (11.68)

And the noise figure is easily computed

F = 1+
v2

g

v2
s

+
i2d

G2
mv2

s

(11.69)

Substitution of the the various noise sources leads to

F = 1+
Rg

Rs
+

γgm

Rs

(
ω

ωT

)2

(Rs +Rg)
2 (11.70)

Assume that Rs ≫ Rg to get

F = 1+
Rg

Rs
+ γ

(
ω

ωT

)2

gmRs (11.71)

As noted earlier, this expression contains both the channel noise and the gate induced noise. If we
assume that Rg = Rpoly +

1
5gm

, and the noise is independent from the drain thermal noise, we get a
very good approximation to the actual noise without using correlated noise sources.

11.3 Minimum Noise for MOS Amp
Let’s find the optimal value of Rs

∂F
∂Rs

=−Rg

R2
s
+ γ

(
ω

ωT

)2

gm = 0 (11.72)

or

Rg

R2
s
= γ

(
ω

ωT

)2

gm (11.73)

Solving

Rs,opt =
(

ωT

ω

)√ Rg

γgm
(11.74)
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We now have (after simplification)

Fmin = 1+2
(

ω

ωT

)√
gmRgγ (11.75)

Example 33:MOS Amp Example

Let’s find Rs,opt for a typical amplifier. Say fT = 75GHz, f = 5GHz, and γ = 2. Also
suppose that by proper layout Rpoly is very small. The intrinsic gate resistance is given
by

Rg = Rpoly +
1

5gm
≈ 1

5gm
(11.76)

To make the noise contribution from this term 0.1 requires that

Rg

Rs
= 0.1 (11.77)

1
5gmRs

= 0.1 (11.78)

5gmRs = 10 (11.79)

gm =
10

5×50Ω
=

1
25

S = 40mS (11.80)

Note that for Vgs −VT = 800mV (set by the desired high fT ), the required current is
fairly hefty

gm =
2Ids

Vgs −VT
= 40mS (11.81)

and

Ids = 40mS×800mV× 1
2
= 16mA (11.82)

The optimum source resistance is given by

Rs,opt =
fT

f

√
Rg

γgm
= 15

√
5 ·25

2
≈ 119Ω (11.83)

which gives a very low noise figure of

Fmin = 1+2
f
fT

√
gmRgγ = 1+

2
15

√
5×2/25 = 1.08 (11.84)
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−j375Ω
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Figure 11.14: A noise matching scheme that converts the source impedance to the optimum source
impedance as shown.
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Figure 11.15: A noise matching scheme converts the source impedance to the optimum source
impedance as shown and tunes out the large reactive part of the FET input impedance using a series
inductor.

The LNA MOS amplifier example was able to achieve a very low noise figure of .35dB. In
practice, though, it’ll be difficult to get this low of a noise figure and get useful gain with the simple
common source. To see why, note that Cgs ≈ gm/ωT = 85fF. The input impedance of the FET is
given by

Zi = Rg +
1

jωCgs
= Rg − j

ωT

ωgm
≈ 5Ω− j375Ω (11.85)

This highlights the need for matching.

11.4 Matching for Noise and Gain

11.4.1 Matching Option 1
As shown in Fig. 11.14, let’s say we don’t match the input impedance. Simply use a matching
network to multiply the 50Ω source up to 119Ω. This means that the source (antenna) will see a
termination that is m = 119/50 = 2.38 times smaller, or about − j157Ω. This is a good for noise
but a bad choice for a power match.

11.4.2 Matching Option 2
As shown in Fig. 11.15, we could use an inductor to tune out the capacitive part of the input. This
will add some noise due to finite inductor Q, but for now let’s ignore that contribution. Note that
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Matching
Network

Rs = 50Ω
Rg = 5Ω

−j375Ω

119Ω

≈ 12kΩ ≈ Q2Rg

Figure 11.16: A noise matching scheme converts the source impedance to the optimum source
impedance as shown and tunes out the large reactive part of the FET input impedance using a shunt
inductor.

ZL

Zin

ZS

(a) (b)

Figure 11.17: (a) A common-source amplifier with series-series feedback, or source degeneration.
(b) Inductive degeneration.

the matching network will match this low 5Ω resistance down to 5Ω/2.38 ≈ 2Ω. Now the power
match is even worse.

11.4.3 Matching Option 3

Instead of a series inductor, let’s use a shunt inductor to resonate the input impedance, as shown in
Fig. 11.16. The inductor should be connected to the DC value of Vgs and can double as a biasing
element. But since the gate capacitance is high Q

Q =
1

ωCgsRg
≈ 1

ωCgs
1

5gm

= 5
fT

f
= 5×15 = 75 (11.86)

The input resistance is going to be Q2Rg ≈ 28kΩ, or too big. The matching circuit will bring this
“down” to about 12kΩ, a very poor match.

11.4.4 Source/Emitter Degeneration

None of the above presented matching techniques work, particularly at low frequencies when the
input Q is high. An alternative is source (or emitter for a BJT) degeneration. To understand this
technique, let’s first derive the input impedance looking into the gate (base) when a reactance
is placed on the source (emitter) side. Connect a test current source ix and measure the voltage
(Fig. 11.17a).
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Figure 11.18: (a) The input impedance of an inductively degeneration common source amplifier.
(b) Q boosting of the series RLC network increases the voltage on Cgs.

The voltage at the input of the amplifier is given by

vx = ixZgs +(ix +gmZgsix)Zs (11.87)

Zin = Zs +Zgs + gmZgsZs︸ ︷︷ ︸
due to feedback

(11.88)

Let’s assume that Zs is reactive (zero noise)

gmZgsZs = gm
1

jωCgs
jX =

gmX
ωCgs

(11.89)

which produces a purely passive input resistance if X > 0

11.5 Inductive Degeneration
The reactive feedback from an inductor (Fig. 11.17b) produces a broadband programmable real
input impedance that can simplify matching (or even eliminate it altogether).

ℜ(Zin) =
gmL
Cgs

≈ ωT L (11.90)

We thus select L by L = Rs
ωT

. If this value of L is impractical, we can artificially reduce ωT by
inserting a capacitor in shunt with Cgs.

The input impedance of the FET with inductive degeneration is given by

Zin = jωLs +
1

jωCgs
+ωT Ls = jωLs +

1
jωCgs

+Rs (11.91)

The input impedance behaves like a series RLC circuit. We need to tune the resonant frequency of
the series circuit to align with the operating frequency. This can be done by adding gate inductance
Lg, as shown in Fig. 11.18a.

Recall that in a resonant circuit, the voltage across the reactive elements is Q times larger than
the voltage across the resistor (see Fig. 11.18b). At resonance, the voltage across the resistors is
simply vs, so we have

vgs = Q× vs (11.92)



11.5 Inductive Degeneration 293

+
vs

−

Lg

Ls

Rs

ωT Ls

Cgs

+
vs

−

Rs

Rs Q · gm · vs

(a) (b)

Figure 11.19: (a) Equivalent circuit for the input impedance of the inductively degeneration
amplifier. (b) Equivalent circuit at resonance.
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Figure 11.20: Noise equivalent circuit for inductively degenerated common-source amplifier.

id = gmvgs = Q×gmvs = Gmvs (11.93)

Q =
1

ω0Cgs2Rs
(11.94)

Gm = Qgm =
gm

ω0Cgs2Rs
=

(
ωT

ω0

)
1

2Rs
(11.95)

11.5.1 Equivalent Circuit at Resonance

From the source, the amplifier input (ignoring Cgd) is equivalent to the following circuit shown in
Fig. 11.19a. At resonance, the circuit simplifies to Fig. 11.19b.

11.5.2 Noise Figure for Inductive Degeneration

It’s fairly easy to calculate the noise for the case with inductive degeneration shown in Fig 11.20.
Simply observe that the input generators (v2

s and v2
g) see a gain of G2

m to the output. The drain noise

i2d , though, requires a careful analysis. Since i2d flows partly into the source of the device, it activates
the gm of the transistor which produces a correlated noise in shunt with i2d .
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Cgs gmvgs
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−
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Figure 11.21: The drain noise of the FET is divided between the inductive degeneration and the
input network, which actives the gm of the transistor.

The equivalent circuit of Fig. 11.21, shows that the noise component flowing into the source is
given by the current divider

vπ =−(gmvπ + id)×
jωLs

jωLs +
1

jωCgs
+ jωLg +Rs

× 1
jωCgs

(11.96)

The denominator simplifies to Rs at resonance, so we have

vπ =−(gmvπ + id)×
jωLs

Rs

1
jωCgs

(11.97)

=−(gmvπ + id)×
Ls

CgsRs
(11.98)

vπ

(
1+

gmLs

CgsRs

)
=−id

Ls

CgsRs
(11.99)

But ωT Ls = Rs, so we have

2vπ =−id
Ls

CgsRs
(11.100)

or

gmvπ =− id
2

gmLs

CgsRs
=− id

2
(11.101)

So we see that only 1/4 of the drain noise flows into the output. The total output noise is therefore

i2o,T = G2
m(v2

s + v2
g)+

1
4

i2d (11.102)

so the noise factor is

F = 1+
v2

g

v2
s

+
i2d

4v2
s G2

m

(11.103)
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Figure 11.22: A cascode LNA with inductive degeneration has many benefits (higher gain and
better isolation) without incurring much more noise.

Substitute as before and we have

F = 1+
Rg

Rs
+

γgm(2Rs)
2

4Rs

(
ω

ωt

)2

(11.104)

Note that the noise figure is the same as the common source amplifier

F = 1+
Rg

Rs
+ γgmRs

(
ω

ωt

)2

(11.105)

The inductive degeneration did not raise the noise, so the minimum noise figure Fmin is the same.
The advantage is that the input impedance is now real and programmable (ωT Ls). By proper sizing,
it’s possible to obtain a noise and power match. This is in contrast to all the previously mentioned
matching techniqeus which failed to provide a decent power match under noise matching.

11.5.3 Cascode LNA
It’s very common to use a cascode device instead of a common source device. This simplifies
matching since the cascode device is nearly unilateral. Let’s show that the cascode device adds
virtually no noise at low/medium frequencies.

As shown in Fig. 11.23, the noise contribution from the cascode is small due to the degeneration.
For simplicity assume the transistor degeneration is ro. Then most of the drain noise current will
flow into Cgs at high frequency

vπ = (gmvπ + id)
1

jωCgs
(11.106)

or

vπ( jωCgs −gm) = id (11.107)

since

gmvπ =
−gm

gm − jωCgs
id =

−1
1− j ω

ωT

id ≈−id (11.108)
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Figure 11.23: Noise equivalent circuit for the cascode device. The input gm device is modeled by
its output resistance ro.

A similar calculation shows that at low frequency, the noise into ro produces an output current noise
of

(id +gmvπ)ro =−vπ (11.109)

idro =−vπ −gmrovπ =−(1+gmro)vπ (11.110)

vπ =
−ro

1+gmro
id (11.111)

gmvπ =
−gmro

1+gmro
id ≈−id (11.112)

The total current noise is therefore
(

1− −gmro

1+gmro

)
id =

(
1

1+gmro

)
id ≈ 0 (11.113)

11.6 LNA Chip/Package/Board Interface
Since the LNA needs to interface to the external world, its input network must transition from the
Si chip to the package and board environment, which involves “macroscopic” structures such as
bondwires and package leads, shown in Fig. 11.24.

11.6.1 Bond Wire Inductance
One reason inductive degeneration is popular is because we can use package parasitics to our
benefit. Some or all of Ls can be absorbed into the loop inductance (or the partial inductance of the
bondwire). These parasitics must be absorbed into the LNA design. This requires a good model for
the package and bondwires. It should be noted that the inductance of the input loop depends on the
arrangement of the bondwires, and hence die size and pad locations. Many designs also require
ESD protection, which manifests as increased capacitance on the pads and additional loss and noise
figure degradation.
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Figure 11.24: The interface between an on-chip LNA device and the external bondwire, packaging,
and board parasitics.

11.6.2 Package Parasitics
Recall that a changing flux generates an emf around a circuit loop. Let

L =
ψ

I
(11.114)

vem f =
dψ

dt
= L

dI
dt

(11.115)

Note that in reality ψ is composed of flux from all the loops in the package, causing undesired
mutual coupling to other parts of the circuit

vem f =
d(ψ1 +ψ2 +ψ2 + · · ·)

dt
= L

dI1

dt
+M12

dI2

dt
+ · · · (11.116)

Stability is an important consideration in LNA design since parasitic feedback paths at RF through
the package, and also the substrate, can cause oscillations or instability.

11.6.3 Differential LNA Design
One undesired consequence of the package is that the parasitic inductors vary from part to part
and require careful modeling and extra care to correctly implement the LNA. The advantage of a
differential LNA, shown in Fig. 11.25, is that the parasitics are only on the gate side, and not on
the source of the transistors. The source inductors are realized with on-chip inductors with tight
process tolerances.

11.7 Closing Thoughts
By viewing the amplifier as a noisy two-port, we derived conditions to realize the lowest possible
noise figure as a function of source impedance. We also showed that the a fixed noise figure maps
to a circle on the Smith Chart, which is a powerful tool for analyzing the trade-off in noise versus
the source impedance and matching.

If you have a discrete device, your only control knob is to vary the bias point, or perhaps
explore circuit topologies that trade-off matching, gain, and noise. Typically the optimum source
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Figure 11.25: A fully differential LNA utilizes well controlled on-chip degeneration inductors.

impedance for noise will not coincide with the optimum impedance for gain. The Smith Chart
provides a nice way to compare gain, noise, and stability in this scenario.

It’s important to note that if you are designing an integrated circuit receiver, you have an
additional degrees of freedom in choosing the device sizing and layout, all of which have a big
impact on the noise performance. In fact, using this approach, you can strive to achieve simultaneous
noise and gain matching.
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16. Oscillators

16.1 Introduction

An oscillator is an important ingredient in communications systems. It is used to modulate and
de-modulate information onto an appropriate carrier and it is used in all timing aspects of the
communication link. An oscillator is an autonomous circuit that converts DC power into a periodic
waveform, in other words it generates an output waveform when only DC power is applied. We
will initially restrict our attention to a class of oscillators that generate a sinusoidal waveform. The
period of oscillation is determined by a high-Q LC tank or a resonator (crystal, cavity, T-line, etc.).
An oscillator is characterized by its oscillation amplitude (or power), frequency, the frequency
“stability” versus temperature and from part-to-part, phase noise, and sensitivity to supply variations
(Fig. 16.1). Most of these terms will be defined later. A common class of oscillators is the so-called
Voltage Controlled Oscillators, commonly known as VCOs, are oscillators whose output frequency

t

T =
1

f
V0

Figure 16.1: The output of an ideal harmonic oscillator is a sinusoidal waveform with a well defined
amplitude and period of oscillation.
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Disturbance

Figure 16.2: A stable oscillator is characterized by amplitude stability, or the ability to return to a
fixed amplitude even if the face of disturbances.

ω0

Phase Noise

ω0 + δω

L(δω) ∼ 100 dB

LC Tank Alone 

Figure 16.3: The spectrum of a practical oscillator deviates from a pure tone due to phase noise.

is tunable, usually by means of tuning a variable capacitor (varactor)1 VCOs are also characterized
by their tuning range, specified as a fraction of the fundamental frequency. Some applications
require a spectrally pure output frequency, so the harmonic content of oscillator is of practical
interest.

Generically, a good oscillator is stable in that its frequency and amplitude of oscillation do not
vary appreciably with temperature, process, power supply, and external disturbances. As shown
in Fig. 16.2, the amplitude of oscillation is particularly stable, always returning to the same value,
even after a disturbance is injected into the tank. The reason for this amplitude stability will be
elucidated in this chapter.

16.1.1 Phase Noise
Due to noise, a real oscillator does not have a purely periodic waveform, in other words the phase
does not accumulate linearly with time. These slight deviations are known as phase noise. From a

1ICOs, or Current Controlled Oscillators, are also possible but are much less common. This is related to the fact that
most varactors including pn-junctions or MOS-varactors use a voltage to control capacitance.
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Figure 16.4: Jitter is the variation in the period of oscillation due to noise sources.

Figure 16.5: Jitter corrupts the eye diagram since the waveform never overlaps due to timing errors.

frequency domain perspect, the oscillator does not have a delta-function power spectrum, but rather
a very sharp peak at the oscillation frequency. The power spectrum drops very quickly, though,
as one moves away from the center frequency. E.g. a typical wireless communication oscillator
(like a mobile phone) oscillator has a phase noise that is 100dB down at an offset of only 0.01%
from the carrier! It’s important to realize that the spectral shape is not only related to the frequency
response of an LC tank or crystal which is used to build the oscillator, but rather the spectral shape
is determined by the sources of noise in the circuit and the positive feedback. This point will be
revisited in Section ??. Phase noise is often specified at a certain offset frequency from the carrier
as the relative amplitude at the carrier compared to the carrier power. For example, if a 1 GHz
carrier has 5 dBm of power and measured power at 1 MHz offset away is -100 dBm, then the phase
noise is specfied as -105 dBc/

√
Hz at 1 MHz offset. For reasons that will become clear later, the

units of phase noise are dBc/
√

Hz.

16.1.2 Jitter
While phase noise characterizes the uncertainty in the frequency of oscillation, jitter characterizes
the uncertainty of the period of oscillation. It’s a completely equivalent characterization of phase
noise but viewed from a different perspective. In Fig. 16.4 we see that the zero-crossing point of a
real oscillator deviates from an ideal oscillator. If an eye diagram of this waveform is plotted as
shown in Fig. 16.5, jitter causes the eye to close. Jitter is often specified in terms of the RMS value
in the uncertainty of the period of oscillation. For instance a 1 GHz oscillator with 10ps RMS jitter
means that the root mean squared value of the period will vary by 10ps/1ns = 1%.

16.2 Oscillator Viewed as a Linear Systems

Note that an LC tank alone is not a good oscillator. Due to loss, no matter how small, the amplitude
of the oscillator decays (see Fig. 16.15). Even a very high Q oscillator can only sustain oscillations
for about Q cycles2. For instance, an LC tank at 1GHz has a Q ∼ 20, can only sustain oscillations
for about 20ns. Even a resonator with high Q ∼ 106, will only sustain oscillations for about 1ms.

16.2.1 Feedback Perspective
Many oscillators can be viewed as feedback systems as shown in Fig. reffig:feedbackosc. The
oscillation is sustained by feeding back a fraction of the output signal, using an amplifier to gain the
signal, and then injecting the energy back into the tank. The transistor “pushes” the LC tank with
just about enough energy to compensate for the loss. Note that this is a positive feedback system.

16.2.2 Negative Resistance Perspective
Another perspective is to view the active device as a negative resistance generator. In steady state,
the losses in the tank due to conductance G are balanced by the power drawn from the active device
through the negative conductance −G, as shown in Fig. 16.8.

2Recall that Q is related to the ratio of average energy stored in the tank versus the loss per cycle
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eαt cos ω0t

Figure 16.6: Any linear system with loss cannot sustain a constant amplitude oscillation.
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n
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n : 1

Figure 16.7: An oscillator is viewed as a feedback system, where a fraction of the oscillator output
signal is fed back, amplified, and then added in phase with the original signal.

Active

Circuit

Negative

Resistance

LC Tank

Figure 16.8: An oscillator can be viewed as a lossy LC tank connected to a generator that presents
negative conductance to compensate for the losses in the LCR tank.

Figure 16.9: (a) A diode-connected transistor is equivalent to a two-termianl conductance gm. (b) If
the gate (base) voltage is inverted, the transistor presents a negative conductance −gm.
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Figure 16.10: Negative resistance realized by inverting the gate signal through a (a) transformer or
(b) second common source amplifier. (c) Instead of inverting the gate, we can hold it constant and
drive the source (emitter) terminal.

The concept of negative conductance (or resistance) may seem strange and unphysical at first,
but we will find it to be a very useful way to analyze a certain class of oscillators. First note that
when you apply a voltage to a negative conductor, current flows out of the device, providing energy
to the source. Thus such a device is an active rather than passive device. How can one realize a
negative conductor? One simple technique is to use a transconductance (such as a transistor) in
a modified “diode" configuration. As shown in Fig. 16.9a, a diode connected FET has an output
conductance of gm since the gate voltage and output voltage are driven as one terminal. If we could
simply invert the polarity of the gate voltage, as shown in Fig. 16.9b, then the output conductance
becomes negative, or −gm. A transformer or a common source amplifier does this job nicely, as
shown in Fig. 16.10a-b. If there is voltage gain through the inversion process, then the conductance
increases to −gm ×n (n is the voltage gain). Alternatively, instead of moving the gate voltage out
of phase with the drain voltage, we can achieve the same effect if we move the source voltage in
phase with the drain voltage while holding the gate constant, as shown in Fig. 16.10c, where a
capacitive divider is used to couple the drain voltage to the source. This configuration has a voltage
attenuation, so the output conductance is −gm/n.

In the above circuits we see that we are effectively using feedback to realize a negative resistance.
We are thus viewing the problem from the other direction, which shows the equivalence of the
two concepts. The negative resistance approach, though, is particularly useful when the device
under consideration is a two-port rather than a three-port active device. Examples include tunneling
diodes where a negative incremental resistance is obtained due to a negative slope in the I-V region.

16.2.3 Wave Reflection Perspective
If we view an LCR tank as a scattering one-port element, then we can say that due to loss, the
reflection coefficient is always less than unity

|ΓL( f )|< 1 (16.1)

If this impedance is connected to an element with a reflection coeffient larger than unity |ΓG( f )|> 1
such that

|ΓL( f )ΓG( f )|> 1 (16.2)

then a waveform disturbance traveling back and forth between these elements will regenerate and
grow in amplitude, shown in Fig. ??. In fact, if the reflected wave is in phase with the incoming
wave, then they will grow the most. If at a particular frequency ΓL( f0) is real (resonance), then
ΓG( f0) should also be real. Note that a real reflection coefficient with magnitude larger than unity
corresponds to a negative resistance

ZG = Z0
1+ΓG

1−ΓG
=−Z0

1+ΓG

|ΓG −1| (16.3)

which shows that all three perspectives are in fact equivalent.
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Figure 16.11: An ideal feedback system.

Example 1:Feedback Example

Consider an ideal feedback system with forward gain a(s) and feedback factor f (s) as
shown in Fig. 16.11. The closed-loop transfer function is given by

H(s) =
a(s)

1+a(s) f (s)
(16.4)

Suppose the forward gain transfer function is composed of three identical real negative
poles with magnitude |ωp|= 1/τ and a frequency independent feedback factor f

a(s) =
a0

(1+ sτ)3 (16.5)

Deriving the closed-loop gain, we have

H(s) =
a0

(+sτ)3 +a0 f
=

K1

(1− s/s1)(1− s/s2)(1− s/s3)
(16.6)

where s1,2,3 are the poles of the feedback amplifier.

Solving for the poles

(1+ sτ)3 =−a0 f (16.7)

1+ sτ = (−a0 f )
1
3 = (a0 f )

1
3 (−1)

1
3 (16.8)

(−1)
1
3 =−1, e j60◦ , e− j60◦ (16.9)

The poles are therefore

s1, s2, s3 =
−1− (a0 f )

1
3

τ
,
−1+(a0 f )

1
3 e± j60◦

τ
(16.10)

If we plot the poles on the s-plane as a function of the DC loop gain T0 = a0 f , we
generate a root locus. For a0 f = 8, the poles are on the jω-axis with value

s1 =−3/τ (16.11)
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Figure 16.12: The magnitude of the closed loop transfer function as a function of loop gain.

s2,3 =± j
√

3/τ (16.12)

For a0 f > 8, the poles move into the right-half plane (RHP).

In the frequency domain, we see that our example feedback amplifier has a transfer
function

H( jω) =
a( jω)

1+a( jω) f
(16.13)

If the loop gain a0 f = 8, then we have with purely imaginary poles at a frequency
ωx =

√
3/τ where the transfer function a( jωx) f = −1 blows up. Apparently, the

feedback amplifier has infinite gain at this frequency.

16.2.4 Natural Response
When a given a transfer function

H(s) =
K

(s− s1)(s− s2)(s− s3) · · ·
=

a1

s− s1
+

a2

s− s2
+

a3

s− s3
+ · · · (16.14)
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Figure 16.13: The root locus of the system as a function of loop gain.

the total response of the system can be partitioned into the natural response and the forced response

s0(t) = f1(a1es1t +a2es2t +a3es3t + · · ·)+ f2(si(t)) (16.15)

where f2(si(t)) is the forced response whereas the first term f1() is the natural response of the
system, even in the absence of the input signal. The natural response is determined by the initial
conditions of the system.

Real LHP Poles
Stable systems have all poles in the left-half plane (LHP). Consider the natural response when
the pole is on the negative real axis, such as s1 for our examples. The response is a decaying
exponential that dies away with a time-constant determined by the pole magnitude (Fig. 16.14).

e−αt

Figure 16.14: A real axis left-hand plane pole gives rise to a decaying exponential natural response.
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eαt cos ω0t

Figure 16.15: A pair of left-hand plane complex conjugate poles correspond to a decaying oscillatory
natural response.

αte cos ω0t

Figure 16.16: Complex conjugate poles in the right-half plane result in a growing oscillatory natural
response.

Complex Conjugate LHP Poles

Suppose s2,3 are a complex conjugate pair

s2, s3 = σ ± jω0 (16.16)

We can group these responses since a3 = a2 into a single term

a2es2t +a3es3t = Kaeσt cosω0t (16.17)

When the real part of the complex conjugate pair σ is negative, the response also decays
exponentially (Fig. 16.15).

Complex Conjugate Poles (RHP)

When σ is positive (RHP), the natural response is an exponential growing oscillation at a frequency
determined by the imaginary part ω0. For the example amplifier with three identical poles, if
feedback is applied with loop gain T0 = a0 f > 8, the amplifier will oscillate.
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start-up region
steady-state region

Figure 16.17: Any real oscillator will limit at a certain oscilllation amplitude which cannot be
predicted based on linear analysis.

16.2.5 Oscillation Build Up: Failure of Linear Analysis

In a real oscillator, the amplitude of oscillation initially grows exponentially as our linear system
theory predicts. This is expected since the oscillator amplitude is initially very small and such
theory is applicable. But as the oscillations become more vigorous, the non-linearity of the system
comes into play, and amplitude limiting, as shown in Fig. 16.17, comes into play. We will analyze
the steady-state behavior, where the system is non-linear but periodically time-varying.

16.2.6 An Extended Example: Transistor LC Oscillator

Consider the transistor LC oscillator shown in Fig. 16.18. The emitter resistor is bypassed by a
large capacitor at AC frequencies. The base of the transistor is conveniently biased through the
transformer windings. The LC oscillator uses a transformer for feedback. Since the amplifier gain
has a phase shift of 180◦, the feedback transformer needs to provide an additional phase shift of
180◦ to provide positive feedback. The AC equivalent circuit is shown in Fig. 16.19.

At the oscillation frequency, the AC equivalent circuit can be further simplified as shown in
Fig. 16.20. The transformer winding inductance L resonates with the total capacitance in the circuit.
The resistor RT is the equivalent tank impedance at resonance.

To analyze the transfer function, we use the small-signal equivalent circuit shown in Fig. 16.21.
The forward gain is given by a(s) =−gmZT (s), where the tank impedance ZT includes the loading
effects from the input of the transistor

R = R0||RL||n2Ri (16.18)

C =CL +
Ci

n2 (16.19)
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Figure 16.18: A transformer based LC oscillator.
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Figure 16.19: AC equivalent circuit of LC oscillator .
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Figure 16.20: AC equivalent circuit at resonance.
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Figure 16.21: Complete small-signal model of transformer based LC oscillator.
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The tank impedance is therefore

ZT (s) =
1

sC+ 1
R + 1

Ls

=
Ls

1+ s2LC+ sL/R
(16.20)

The loop gain is given by

a f (s) =
−gmR

n

L
R s

1+ L
R s+ s2LC

(16.21)

The loop gain at resonance is the same as the DC loop gain

Aℓ =
−gmR

n
(16.22)

The closed-loop transfer function is given by

H(s) =
−gmR L

R s

1+ s2LC+ s L
R(1−

gmR
n )

(16.23)

The denominator can be written as a function of Aℓ

H(s) =
−gmR L

R s

1+ s2LC+ s L
R(1−Aℓ)

(16.24)

Note that as n → ∞, the feedback loop is broken and we have a tuned amplifier. The pole locations
are determined by the tank Q. The closed loop gain is plotted in Fig. 16.22 as a function of
frequency and with different values of Aℓ.

If Aℓ = 1, then the denominator loss term cancels out and we have two complex conjugate
imaginary axis poles

1+ s2LC = (1+ s j
√

LC)(1− s j
√

LC) (16.25)

For a second-order transfer function, notice that the magnitude of the poles is constant, so they lie
on a circle in the s-plane

s1,s2 =
−a
2b

± a
2b

√
1− 4b

a2 =
−a
2b

± j
a
2b

√
4b
a2 −1 (16.26)

|s1,2|=
√

a2

4b2 +
a2

4b2 (
4b
a2 +1) =

√
1
b
= ω0 (16.27)

which facilitates the root locus diagram shown in Fig. 16.23.
We see that for Aℓ = 0, the poles are determined by the tank Q and lie in the LHP. As Aℓ is

increased, the action of the positive feedback is to boost the gain of the amplifier and to decrease
the bandwidth. Eventually, as Aℓ = 1, the loop gain becomes infinite in magnitude.

16.3 Oscillator Steady State Analysis
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Figure 16.22: The close loop transfer function as a function of frequency and loop gain Aℓ.
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Figure 16.23: Root locus for a second-order transfer function analyzed in connection with the LC.





17. Phase-Locked Loops

17.1 Introduction

Phase Locked Loops (PLL) are ubiquitous circuits used in countless communication and engineering
applications. As shown in the block diagram of Fig. 17.1, the key components include a voltage
controlled oscillator (VCO), a frequency divider, a phase detector (PD), and a loop filter. A PLL
is a truly mixed-signal circuit, involving the co-design of RF, digital, and analog building blocks.
This chapter will explain all of these building blocks in detail but for now you can think of the PLL
as a negative feedback system that aligns the phase of the VCO divided clock with a reference
signal. The frequency divider simply generates one rising edge for N edges of the VCO, and it’s
usually implemented as a sigital circuit like a counter. The phase detector generates an error signal
proportional to the phase difference between the rising edge of the divided clock and the reference
clock and the control voltage of the VCO increases or decreases the frequency of the VCO to align
the phase. Notice that we don’t directly control the phase of the VCO but its frequency, and since
frequency is the derivative of phase, the VCO is an integrator in the loop.

There are many applications that utilize a PLL as their core component. Examples include

PD

÷N

Ref

Div

Loop Filter

VCO

Figure 17.1: Block diagram of a generic PLL.
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generating a clean, tunable, and stable reference (LO) frequency, a process referred to as frequency
synthesis. The reference frequency is derived from a stable resonator, such as a crystal (XTAL)
oscillator (XO). The VCO frequency varies with temperature and is process and voltage dependent.
By locking the frequency of the VCO to the XTAL, we can generate another (usually higher)
frequency from frequency reference source.

Other applications include frequency modulation and demodulation. A PLL is a natural fre-
quency modulator/de-modulator since the output frequency can be modulated linearly by changing
the division ratio, which is usually a programmable digital divider. Other important applications
include clock recovery for high speed communication, and the generation of phase synchronous
clock signals in microprocessors. PLL’s are even used in optical and mechanical systems, and even
combinations such as electro-optical PLLs.

17.2 Frequency Synthesizer
In a frequency synthesizer, the VCO is usually realized using an LC tank (to get the best phase
noise), or alternatively a ring oscillator (higher phase noise, smaller area). The reference is derived
from a precision XTAL oscillator (see Sect. ??). The divider brings down the high frequency of the
VCO signal to the range of the reference frequency. The PD compares the phase and produces an
error signal, which is smoothed out by the loop filter and applied to the VCO. When the system
locks, the output phase of the VCO is locked to the XTAL, which in turn also means that the
frequency is also locked to a multiple of the input reference frequency. In other words, the output
frequency fout is an integer multiple of the reference fre f since in lock we have:

fre f = fout/N (17.1)

or

fout = N × fre f (17.2)

Since the division ratio N is a digital circuit, we can vary the output frequency by changing the
division ratio N.

17.2.1 Programmable Divider
By making the divider N programmable, we can tune the VCO frequency in either integer steps of
the reference (integer-N architecture) or in fractional amounts (fractional-N architecture).

∆ f = (N + p) fre f −N fre f = p fre f (17.3)

In a fractional divider, p< 1 and is realized by dithering the divider between N and N +1 using a
sigma-delta modulator. In practice, the programmable divider is made of up asynchronous high-
speed dividers followed by programmable CMOS dividers (counters). The high speed dividers are
sometimes in CML, which runs faster than CMOS, and has superior noise immunity and generation
due to the differential nature. Injection locked or TSPC dividers are also useful for very low power
high frequency operation.

17.3 Linear PLL Model
A PLL is described by several parameters, such as the locking range, or the range of frequencies for
which it will stay locked. The capture range is the frequency range for which it will lock from an
initially unlocked state. The capture range is smaller than the locking range. These parameters are
hard to derive analytically and require simulation. But the dynamics of the loop, such as settling
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Vctrl

ωout (rad/sec)

K V CO

Figure 17.2: The VCO tuning curve is the output frequency versus control voltage.

time, and the noise transfer characteristics (phase noise), can be derived from a linear model.
Therefore it is useful to derive a linear model by assuming the system is close to lock, or in lock.
The most convenient variable is phase, and not frequency, in the linear model. Since phase and
frequency are related, it’s easy to go back and forth.

17.3.1 The VCO Linear Model (KVCO)
The VCO tuning curve is generally non-linear and given by a plot of output frequency versus
control voltage (see Fig. 17.2). But when the PLL is in lock, the control voltage Vctrl varies only
around a small region around the lock point. We can therefore model the VCO linearly.

FVCO = KVCOVctrl (17.4)

where

KVCO =
∂FVCO

∂Vctrl
(17.5)

Since we are interested in the phase, and observing that frequency is the time derivative of phase,
we can derive an s-domain model as follows:

ΦVCO =
1
s

FVCO =
KVCO

s
Vctrl (17.6)

The VCO is therefore an implicit integrator in the loop. This is an important fact to consider when
designing a PLL.

17.3.2 Divider Linear Model
From a voltage input-output characteristic, the divider is a non-linear block that simply acts like a
counter. For N input edges, only one output edge occurs. But in terms of phase, it’s a linear block

FDiv =
FVCO

N
(17.7)

converting from frequency phase:

ΦDiv =
∫ t

−∞

FDiv(τ)dτ =
∫ t

−∞

FVCO

N
(τ)dτ (17.8)

or

=
1
N

∫ t

−∞

FVCO(τ)dτ =
1
N

ΦVCO (17.9)

This shows that the linear gain is just the division ratio.
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Ref

Div

XOR

XOR

(a) (b)

Figure 17.3: (a) A digital differential XOR circuit. (b) The waveforms of the XOR for two
hypothetical input signals.

17.3.3 Multiplier Phase Detector
The most classic phase detector (PD) is a multiplier. Consider the product of two sinusoids offset
by some phase φ . The product is simply given by

e(t) = ABcos(ωt)cos(ωt +φ) =
AB
2

(cos(φ)− cos(2ωt +φ)) (17.10)

After a low-pass filter (LPF), the high frequency term at twice the frequency is filtered out, so we
have

< e(t)>≈ AB
2

cos(φ) (17.11)

The slope of the phase detector around zero is given by

KPD =
de(t)
dφ

=−AB
2

sinφ (17.12)

In locked condition, the phase deviations are small and we can make the simple linear approximation

KPD ≈−AB
2

(17.13)

Note that this system will lock the VCO onto the quadrature of the reference signal. The negative
sign is not much concern, because it can be absorbed into other gain blocks which have positive
or negative gains, depending on how they are designed. We must ensure that the overall loop has
negative phase shift to form negative feedback. Some designers reserve the option to swap the
inputs of the PD just to be sure they can change things in case they make an error!

17.3.4 XOR Phase Detector
The differential XOR gate acts very much like a multiplier. The best way to derive the transfer
function is just to draw some ideal digital signals at the inputs and outputs and to find the average
level of the output signal (see Fig. ??). Since the XOR circuit generates an output if either input
is one while the other is zero, it generates an output signal at a rate of twice the input frequency.
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Figure 17.4: (a) The transfer function of the XOR phase detector. (b) Sample waveforms at the
input and output of the XOR PD.

There’s also a DC shift, which depends on the relative balance of the waveforms. Most importantly,
the average value of the output is a linear function of the phase difference, which is exactly what
we want.

A sketch of the transfer curve shows that the system will also lock in quadrature (if perfectly
balanced). When the signals are in phase, the output of the XOR is always zero while XOR is
always one. On the other hand, if the signals are 180◦ output of phase, then the opposite is true. In
the middle, when the signals are in quadrature, the output of the PD is zero. That’s because the
difference XOR−XOR becomes a balanced signal (50% duty cycle) which has an average of zero.

The slope of the line determines the PD gain, and since the output varies from 1 to -1 when the
input varies of π radians, we have: KPD = 1

π
As noted earlier, this system locks in quadrature as the

duty cycle of the positive and negative outputs is balanced, which produces a zero average output.
Also note that the PD function is also periodic, much like the multiplier. In fact, the schematic of a
XOR (CML) and a multiplier are very similar except for the signal levels.

As we have seen, the phase detector is actually a non-linear block that only extracts the phase
on an average sense. We use the PD average behavior in the linear model. On average, the PD
produces an error signal by taking the difference between the reference phase and the divided VCO
phase. The PD gain is related to the slope of the transfer function

e(t) = KPD(Φre f (t)−ΦDiv) (17.14)

17.3.5 Loop Filter
The loop filter H(s) is an linear filter that smooths out the error signal and is a critical part of the
system under the control of the designer. Passive RC and active filters are both used to realize the
loop filter. Ideally the voltage on the control node of a VCO should settle to a DC value to avoid
reference spurs. In other words, if we apply a periodic waveform on the control line, we get FM
side-bands which are undesirable. Since the PD block is non-linear and non-ideal, even in lock it
can produce a waveform that needs to be filtered to minimize reference spurs.

17.3.6 Complete Linear Phase Model
Given all the linear models we have derived, we can form the block diagram shown in Fig. 17.5.
Note that this model is in the phase domain, rather than the voltage or current domain. In other
words, this is an abstract model that describes how the phase of the system evolves, rather than the
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KPD H(s)
φerr VCφREF φLO

φdiv

KVCO
s

+ ∑

1
N

Figure 17.5: The complete block diagram of the phase domain PLL linear model.

voltage or current at any particular point in the circuit. The loop gain is given by

A(s) =
KPDH(s)KVCO

Ns
(17.15)

It is worth mentioning that while the filter is not in the phase domain, the combination of the filter
and VCO are effectively phase domain. In other words, a phase error voltage at the input of the
filter generates a voltage that is applied to the control knob of the VCO, which in turn generates an
output phase that is an integral of the voltage applied. This point is important to understand because
it means the output of the phase detector should generate an error voltage. Of course it’s possible to
use current mode or combinations of current/voltage mode circuits, but the overall output should be
interpreted correctly in the phase domain.

17.3.7 Closed-Loop Gain

The closed loop gain is given by

G(s) =
A

1+A f
=

KPDH(s)KVCO
s

1+ KPDH(s)KVCO
Ns

(17.16)

This is simplified to

G(s)/N =
KPDH(s)KVCO

N

s+KPDH(s)KVCO
N

(17.17)

From our knowledge of linear systems, we know that all the properties of the system are a function
of the poles and zeros of the transfer function. In practice we will design our components KVCO

and the loop filter (H(s)) to have the desired response.
Also note that the transfer function should ideally be such that the output phase tracks the

input phase (from the reference). That’s the entire point of the PLL, which means the steady-state
behavior of the system should be carefully examined. The steady-state response of the system is
given by the Final Value Theorem. For instance, the final value of the error signal is given by

lim
s→0

s ·G(s) = N (17.18)

or

lim
s→0

s · KPDH(s)KVCO
N

s+KPDH(s)KVCO
N

= 1 (17.19)
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Figure 17.6: (a) The open-loop and (b) closed-loop input and error transfer functions for a PLL
without a loop filter.

17.3.8 Noise Transfer Function
If we consider the phase noise coming out of the VCO, its transfer function to the output is different
from the input and given by (also the transfer function for the error signal)

E(s) =
1

1+A(s)
=

s
s+KPDH(s)KVCO

N

(17.20)

The VCO noise is therefore attenuated by the loop gain, which is very nice since the reference
is usually more spectrally pure than the VCO (it is typically constructed using a high-Q quartz
resonator) whereas the VCO uses a low Q on-chip tank (inductor + varactor). Note that when the
loop gain drops (outside of the bandwidth of the PLL), the noise of the PLL is essentially governed
by the free-running noise of the VCO.

17.4 Type I PLL

In this section we’ll review PLL dynamics for a so-called type I PLL, a PLL consisting of a single
integrator in the loop. As we’ll demonstrate below, for a type I PLL the integrator is provided by
the VCO itself.

17.4.1 Case 1: No Loop Filter
If we omit a loop filter, H(s) = 1, and the loop gain is given by A(s) = 1

Ns KPDKVCO and the closed
loop gain and error function are low-pass and high-pass respectively

G(s) =
KPDKVCO

s+KPD
KVCO

N

(17.21)

E(s) =
s

s+KPD
KVCO

N

(17.22)

The plots of the open- and closed-loop transfer functions are shown in Fig. 17.6.
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Figure 17.7: (a) The open-loop and (b) closed-loop transfer / error transfer functions for a PLL
utilizing a single pole LPF H(s).

The system has a 90◦ phase margin, and the loop bandwidth is given by

ωc =
KPDKVCO

N
(17.23)

Within the loop bandwidth, the output phase follows the input phase and the noise of the VCO is
rejected. Outside of the band, the phase is determined by the free running VCO. It’s important to
realize that the presence of the VCO makes the system low-pass in nature, because the VCO is
essentially an integrator. The overall response is simple (neglecting higher order poles) and robust
but the loop bandwidth, and hence the settling behavior, is fixed and cannot be changed once we
design the VCO KVCO. Not only does the bandwidth determine the dynamic settling behavior,
but it also sets the bandwidth over which we reject other sources of noise in the system. So far
we have only considered the VCO phase noise (see Sect. ??), but every source of non-ideality is
high-pass filtered in essentially the same manner and so the bandwidth of the loop is of paramount
importance.

17.4.2 Case 2: Single Pole LPF
To gain more control over the loop bandwidth, let’s see what happens if we design H(s) to be a
simple first order transfer function, or a simple single pole LPF:

H(s) =
1

1+ s
ωp

(17.24)

This renders the closed-loop response to be a second order function

G(s) =
ω2

0

s2 + ω0s
Q +ω2

0
(17.25)

The natural frequency is given by

ω0 =

√
KPD

KVCO

N
ωp (17.26)
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The Quality factor is given by

Q =

√
KPDKVCO

Nωp
(17.27)

Since the transfer function is second order, the dynamics are well known (peaking behavior). One
adjusts ωp and the loop gain to set the phase margin. The loop gain increase (reduces) phase margin
for a given ωp. Obviously we don’t want the Q to be too large, otherwise the system will ring. As
the designer, we pick appropriate values for ω0 and Q to meet our specifications. Keep in mind that
these small-signal parameters vary over the lock range of the PLL, so we have to ensure proper
behavior over the entire range. In practice KVCO is the most important variation to take into account
as most VCO’s do not have a linear frequency/control voltage transfer function.

17.4.3 Steady-State Step Response
The steady-state response of the system is given by the Final Value Theorem. For instance, the final
value of the error signal is given by

lim
t→∞

Φe(t) = lim
s→0

sE(s)φin(t) (17.28)

If the input is a step function, φin = ∆φ/s, so we have

lim
s→0

s
s

s+KPD
KVCO

N H(s)
∆φ

s
(17.29)

or

= lim
s→0

s
s+KPD

KVCO
N H(s)

∆φ = 0 (17.30)

17.4.4 Frequency Step
On the other hand, if the frequency of the input goes through a step change, that corresponds to a
ramp function to the phase:

φin =
∆ω

s2 (17.31)

which means the at the error due to a frequency step is given by

lim
s→0

s
s

s+KPD
KVCO

N H(s)
∆ω

s2 =
∆ω

KPD
KVCO

N H(0)
(17.32)

Unless the loop filter H(s) has infinite DC gain, the loop will have a non-zero phase error if there is
a frequency step. To remedy this, we should add another integrator into the loop. In fact, PLL’s are
characterized by the number of integrators in the loop. So far we have been using a type-I PLL,
which has only 1 integrator (the VCO itself).

17.5 Type II PLL
As we demonstrated in the previous section, it is often desirable to have a PLL that can generate an
output frequency that is precisely the same as an integer multiple of the reference. In order to tune
the output frequency, we often simply change the division ration N, which is like applying a ramp
perturbation to the phase of the system. In order to drive the phase error to zero, the loop needs a
second integrator.
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Qout=Icpφerr
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Vout

Iup

Idown
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DN

Figure 17.8: A simple integrator is realized using a current source and a capacitor. In practice, two
current sources are used to generate both positive and negative charge flow onto the capacitor.

17.5.1 Charge Pump Integrator
A popular way to build a second integrator into the loop (note the first is the VCO) is to use a
current source and a load capacitance, see Fig. 17.8:

Vout =VC =
QC

C
=

1
C

∫ t

−∞

I(τ)dτ (17.33)

In practice the current source is implemented by two sources that can pump current into and out
of the capacitor. The UP and DN (Down) signals are controlled by a Phase Frequency Detector
(PFD), described later. Essentially, an UP signal means the output should integrate up in voltage
whereas a DN signal should do the opposite:

H(s) = I(s)× 1
sC

= (Iup − Idown)
1

sC
(17.34)

where

Iup =

{
I0 UP> 0
0 UP = 0

(17.35)

where for simplicity we assume UP> 0 means the UP signal has arrived. Likewise:

Idown =

{
I0 DN > 0
0 DN = 0

(17.36)

Which means that the circuit is a tri-state circuit, either generating a positive current I0 when
UP > 0 and DN = 0, a negative current −I0 when DN > 0, UP = 0, or zero output when both
UP> 0 and DN > 0. A zero output is generated because the UP current source flows into the DN
current source rather than into the load capacitor. Here we assume for simplicity that the currents
sources are ideal and both generate the exact same current Iup = Idown = I0 (no mismatch). Another
way to generate a zero output is if both UP and DN are zero.

17.5.2 Lead/Lag Filter
Consider the lead-lag filter shown in Fig. ??. The transfer function is from input current (provided
by the charge pump) to the output voltage, so it’s nothing but the impedance of the filter:

H(s) =
1+ s

ωz

s(C1 +C2)
(

1+ s
ωp

) (17.37)



17.5 Type II PLL 331

RC1

iin
Vout

C2

Figure 17.9: A simple RC lead-lag filter has two poles and a zero. One pole is at the origin, making
this impedance an integrator.
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Figure 17.10: A realization of a phase-frequency detector (PFD) using flip-flops and an AND gate
and the corresponding waveforms.

Clearly the transfer function has poles at the origin, due to the sum of the capacitors C1 +C2, which
is desired to implement a second integrator in the loop. There’s also a pole and a zero in the transfer
function:

ωz =
1

R1C2
(17.38)

ωp =
C1 +C2

R1C1C2
(17.39)

By replacing the load capacitance of an integrator with this lead/lag filter, we can improve the
stability of the loop. Typically the capacitor C2 is much larger than C1, so the pole occurs at a much
higher frequency.

H(s)≈ 1
sC2

(1+ s/ωz) (17.40)

which is a useful simplification for our later analysis. It’s the location of the zero ωz, under our
control, that we’ll use to stabilize the loop.

17.5.3 Phase-Frequency Detector
As we discussed earlier, the charge pump is usually driven by a Phase-Frequency Detector (PFD),
which is an edge sensitive circuit that measures the arrival time of the reference edge relative the
divider edge. When a single edge arrives, the output goes high until the second edge arrives, at
which time the output signal is reset to ground. The UP signal will output a one if the reference
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Figure 17.11: The average output of a PDF circuit measured by time averaging the variable duty
cycle waveform of the output of the PDF.

edge arrives before the divider. Likewise, the DN (DOWN) signal will produce a one if the divided
edge arrives before the reference edge. A simple way to build this circuit, shown in Fig. 17.10, is to
use two resettable edge triggered D flip-flops. Both flip-flop inputs are connected to a “one" and
will load the value when at the rising edge of their respective clock inputs. One is clocked using
the reference while the other is clocked using the divided VCO. After a short delay, the flip flop
transfers its input to the output Q, generating an UP or DN signal. When both UP and DN go to 1,
the AND gate resets both flip flops, which means that both UP and DN are reset until the arrival of
the next edge. In this manner, the charge pump can generate a positive or negative current, for a
duration proportional to the time difference between the clock edges. If the edges are close together,
a very small output duty cycle current waveform is generated. If the edges are wide apart, a larger
duty cycle current waveform is generated.

Unlike the XOR/multiplier, the circuit is sensitive to not only the phase difference, but also the
sign of the phase difference. If VCO clock is faster than the reference (higher frequency), then its
edges will always arrive earlier, which will activate the DN signal which will slow down the VCO.
This functionality allows it to function as a frequency detector. The transfer characteristic is derived
by observing the average output signal, see Fig. 17.11. Compare Fig. 17.11 with Fig. 17.4. The
XOR circuit locks at a phase of π/2 (quadrature) and only response to a positive phase difference.
What happens if the phase difference is negative ? This is certainly a likely scenario, which would
result in a flip in the XOR output PD performance. This should scare you, because the slope is
now negative, meaning the system becomes a positive feedback system ! Unlike an op-amp that
saturates at the rails, the transfer function is periodic, so even if positive feedback pushes the system
to the “rails", it will then enter a region when the sign of the transer function is again positive and
the system will behave. This behavior is called “cycle slipping" and is only captured by a full
non-linear model of the PD.

In the PFD circuit, the transfer function is works for both positive and negative inputs since it
has a positive slope for both a positive or negative phase error, meaning that the system will behave
linearly even if the phase difference flips polarity. When there’s a frequency difference, the phase
of the higher frequency signal is always ramping faster than the lower frequency signal, which
is detected by the PDF by generating UP signals, or in other words the PDF is telling the VCO
to speed up ! Likewise, if the input signal is faster than the reference, the phase error is always
negative, which tells the VCO to slow down !

17.5.4 PFD + Charge Pump
By using the up and down signals to control the charge pump, we can dump or remove charge
from the integrating capacitor, and control the VCO, as shown in Fig. 17.12. The functionality
the PD and the first integrator are built-in to this block. If neither the up/down signal is activated,
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Figure 17.12: Combining the PFD with a charge pump controlled by UP and DN signals results in
the desired loop filter containing a second integrator and a zero for tuning the phase margin.

Runt PulseRegular Pulse

Dead Zone

<E(t)>

φerr

Figure 17.13: The PDF transfer function flattens out for small inputs since the pulse width cannot
go below the rise/fall time of the pulses.

the capacitors hold the charge and the VCO frequency is fixed, which happens in steady state.
Any leakage or mismatch between the up/down currents will cause ripples on the control line and
therefore reference spurs to be generated. The charge pump devices are sized to minimize the
mismatch.

Charge Pump Runt Pulses
Assume that the frequency/phase of the divider and reference are nearly matched so that the phase
error is small, as shown in Fig. 17.13. Ideally a shorter and shorter duty cycle signal would be
generated, but as the duty cycle approaches the rise time of the pulses, the pulse amplitude will
begin to decay, thus lowering the gain of the PDF. We see that the gain of the PDF flattens for small
inputs. The solution to this problem is to force the up/down pulses to have a minimum on-time. To
produce a small output, therefore, both up and down signals will remain on simultaneously. This
can be implemented by using a delay circuit (chain of inverters) after the AND gate.

17.5.5 Loop Gain / Closed Loop Gain
Now let’s consider the overall PLL with a charge pump in the loop. Since the gain of the charge
pump is ICP ·Z(s), and Z(s) is used to realize the loop gain filter, Z(s) = H(s), we now have another
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Figure 17.14: The (a) open- and (b) closed-loop transfer functions of a type II PLL. Two poles
at the origin can be observed by the 40 dB/dec roll-off of the transfer function. The closed-loop
transfer function exhibits peaking due to the presence of the extra poles/zeros.

KPD H(s)φn,REF φLO
KVCO
s

+ ∑

1
N

ICP ∑∑

∑

in,cp φn,vco

φn,div

∑

vn,lf

Figure 17.15: PLL linear phase model including source of noise.

knob to tune the loop gain. Earlier we derived the transfer function from the input and VCO output
ports. The expression is easily modified to include the charge pump

ST F =
Φout

Φre f
=

KPDICPKVCOH(s)
s

1+ KPDICPKVCOH(s)
Ns

=
KPDICPKVCOH(s)

s+KPDICP
KVCO

N H(s)
(17.41)

As shown in Fig. 17.14, the overall transfer function is now type-II (two integrators) and
third-order. There is always some peaking in the transfer curves. Later in Section 17.7 we will
approximate the transfer function to see the role of the zero in other overall loop.

17.6 Noise Analysis
In Fig. 17.15 we redraw the linear phase model of the PLL and include various noise sources
arising from the VCO (phase noise), the charge pump (current noise), and other sources. For
example, divider is often realized by modulating its division ratio between N and N + 1, which
generates an average fractional value and also quantization noise, which we can model as white
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Figure 17.16: The overall phase noise of a PLL broken up into contributions from the VCO and the
reference, plotted for three values of the closed-loop bandwidth.

noise for simplicity. Similarly, if the LPF is realized with active circuitry, we can include the noise
contribution from active and passive elements using Vn,l f .

17.6.1 Phase Noise Summary
As before, the transfer function for the VCO noise is given by (HPF)

NT F1 =
Φout

ΦN,VCO
=

1

1+ KPDICPKVCOH(s)
Ns

=
s

s+ KPDICPKVCOH(s)
N

(17.42)

Since the charge pump is an active circuit, it generates noise and we compute the noise transfer
from the CP to the output (LPF)

NT F2 =
Φout

ΦN,CP
=

H(s)KVCO
s

1+ KPDICPKVCOH(s)
Ns

=
KVCOH(s)

s+ KPDICPKVCOH(s)
N

(17.43)

The phase noise of the VCO is either estimated or simulated and has the well known spectrum that
decays like 1/ f 3 due to flicker noise and 1/ f 2 due to the VCO noise shaping (see Sect. ??). The
charge pump noise is highly dependent on its state. If we assume the charge pump is in steady-state,
we can use periodic time-varying simulation techniques or calculations to estimate its noise output.

Assuming all the noise sources are independent, the total output noise is given by

Nout(s) = Nre f (s)|ST F(s)|2 +NVCO(s)|NT F1(s)|2 +NCP|NT F2(s)|2 (17.44)

17.6.2 Phase Noise Spectrum
In Fig. 17.16 we plot the various contributions to the output phase noise. Since the system tracks
the reference, it should be obvious that the reference noise appears at the output unattenuated in the
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pass-band of the PLL. On the other hand, the VCO noise is rejected inside the band. The charge
pump should be designed to minimize the in-band noise since its transfer function is low-pass.
Recall that any mismatch between the up and down transistors also creates a reference spur, which
means the devices should be sized and biased carefully. The total phase noise profile can be
characterized into three regions: (1) Reference noise dominates in the PLL bandwidth, (2) the
transition band, and (3) outside the loop bandwidth, the “free-running" VCO dominates. We say
“free-running" because outside of the loop bandwidth the PLL is not really effective at controlling
the VCO, so the VCO noise will appear at the output of the system with a magnitude very much the
same as the VCO in free-running mode.

17.7 Loop Dynamics

The transfer function from the input (reference) to the output is given by

G(s) =
φLO

φn,re f
=

KPDIcpH(s)KVCO
s

1+KPDIcpH(s)KVCO
s

1
N

(17.45)

where H(s)≈ 1
sC2

(1+ s/ωz). The transfer function is therefore

G(s) =
KPDIcp

1
sC2

(1+ s/ωz)
KVCO

s

1+KPDIcp
1

sC2
(1+ s/ωz)

KVCO
s

1
N

(17.46)

=
KPD

Icp
C2
(1+ s/ωz)KVCO

s2 +KPD
Icp
C2

KVCO
1
N (1+ s/ωz)

(17.47)

Focusing on the denominator, we can put it into standard second-order form

D(s) = s2 +(s/ωz)KPD
Icp

C2
KVCO

1
N
+KPD

Icp

C2
KVCO

1
N

(17.48)

= s2 +
sω0

Q
+ω

2
0 (17.49)

17.7.1 Loop Natural Frequency and Quality Factor
By equating the above two equations, we have

ω0 =

√
KPD

Icp

C2
KVCO

1
N

(17.50)

The amount of ringing in the loop depends on the Q value. The Q is given by

ω0

Q
=

ω2
0

ωz
(17.51)

or

Q =
ωz

ω0
(17.52)

The location of the zero controls the stability of the loop
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17.7.2 Location of Poles
The poles are found easily since it’s a second order transfer function

s1,2 =

−ω0
Q ±

√(
ω0
Q

)2
−4ω2

0

2
(17.53)

To realize an undamped system (real poles), the Q< 1/2. Otherwise there will be peaking in the
transfer function, also known as jitter peaking (jitter is the time domain equivalent of phase noise).

“Critically Damped" System
If we take Q = 1/2, we have two poles at

s1,2 =
−ω0

2Q
=−ω0 (17.54)

The location of the zero is ωz = Qω0 = 0.5ω0. The overall transfer function is given by

G(s) = G(0)
1+2s/ω0

(1+ s/ω0)2 (17.55)

Due to the zero, the system still overshoots slightly and the loop bandwidth is given by ω−3dB ≈
2.5ω0.

Underdamped System
To ensure a damped response, one may choose Q ≪ 1, say Q = 0.1, which implies a very low
frequency zero, ωz = Qω0. This requires a large capacitor! A useful approximation for a low Q
system is the following

s2 +
sω0

Q
+ω

2
0 ≈ (s+

ω0

Q
)(s+Qω0) (17.56)

The utility of this approximation is that the second pole is at the zero frequency ωz = Qω0, which
cancels the zero in the transfer function

G(s) =
KVCOKPD

Icp
C2
(1+ s/ωz)

(s+ ω0
Q )(s+ωz)

(17.57)

G(s) =
KVCOKPD

Icp
ωzC2

(1+ s/ωz)

(s+ ω0
Q )(1+ s/ωz)

(17.58)

The overall transfer function simplifies and acts like a single pole system

G(s) =
KVCOKPD

Icp
ωzC2

(s+ ω0
Q )

(17.59)

The pole is given by

ω−3dB =
ω0

Q
=

1
Q

√
KPD

Icp

C2
KVCO

1
N

(17.60)

Keep in mind that this is an approximation and in reality the pole/zero don’t cancel exactly. Also
we neglected the higher order pole of the lead/lag filter. There are more poles in the system as well,
so simulate everything to be sure !
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17.7.3 Choice of Loop Bandwidth
Even though we modeled the PLL as a continuous time system, in reality most implementations are
a discrete time system. This is due to the fact that the PDF compares edges of the reference to the
divided clock, and only generates an error signal once per reference edge. One implication of the
discrete time system is that the bandwidth must be smaller than the reference frequency, typically
1/10’th of the reference is a popular choice. XTAL oscillators are available up to a few hundred
megahertz. In an Integer-N architecture, the reference frequency is set to the channel spacing,
which means the loop dynamics are controlled by the reference frequency. Accurate synthesizers
are therefore slow. A fractional-N synthesizer in theory decouples the choice of reference frequency
from the resolution of the PLL, but in practice fractional spurs force low bandwidths. Realization
of a high bandwidth fractional-N PLL is an active research topic.

17.8 Simulation Tools
These equations are a good starting point in the design of a PLL. The next step is a system level
simulation in matlab or an analysis with the complete transfer function. Next, you should remind
yourself that our linear model is an approximation. A simulation framework that can model the
actual dynamics, including the non-linearity, is very important. Full SPICE level simulation is too
slow (hours to days) for design, but is a must for verification. Verilog-A is a great choice to model
the PLL, and even include some of the blocks at the transistor level.

17.8.1 CppSim
A great free tool that runs very fast (C++ based platform) and includes support for verilog compo-
nents is available and highly recommended: cppsim.org, see Fig. 17.17.

17.9 Charge Pump Realizations
1. Simple current mirror
2. Op-amp to match and positive feedback loop

17.10 Conclusion

cppsim.org
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Figure 17.17: CPPSim is a graphical simulation framework optimized for mixed-mode systems
that include analog / RF blocks as behavior models and digital systems using verilog or custom
C++ modules. A full PLL can be simulated much faster than a full transistor level SPICE circuit.
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